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Abstract

We present Moolloy, a general purpose,
spreadsheet-like user interface for combinato-
rial multi-objective optimization. Current user
interfaces for multi-objective optimization tend
to either require some programming experi-
ence to use, or are narrowly focused on spe-
cific problems. Consequently, multi-objective
optimization is usually only used by sophisti-
cated technical workers, such as aerospace en-
gineers. Moolloy makes multi-objective opti-
mization accessible to a larger set of potential
users.

1 Introduction

In a single-objective optimization problem, a
set of decision variables are assigned values
from a given domain; a solution is an assign-
ment for which the specified constraints hold.
The optimal solution is the solution with the
best value, computed by applying an objective
function to the assignment.

A multi-objective optimization problem
(MOOP) is an optimization problem with
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several, oftentimes conflicting, objectives. In
the design of a bicycle, for example, cost and
performance conflict. The decision variable
frame material might take one of the values
Aluminum (for high performance but high
cost) or Steel (for lower performance but lower
cost).

In most cases, a MOOP does not have a sin-
gle optimal solution, but a set of optimal so-
lutions. For the bicycle problem, a range of
solutions that balance cost and performance in
different ways might be obtained. These solu-
tions are optimal in the sense that the value
of one objective can be raised only by lowering
the value of another. Furthermore, no solution
in this set is dominated by any other solution
in the set, meaning that for each pair of so-
lutions 〈s1, s2〉, s1 has at least one objective-
value that is better than s2’s corresponding
objective-value. Named after the economist
Vilfredo Pareto, the set of non-dominated so-
lutions is often called the Pareto front.

Single-objective optimization is supported
by common end-user tools (such as spread-
sheets) and is widely used as a decision-making
aide. The same cannot be said for multi-
objective optimization: tools that support it
tend to require programming expertise, and
their use is most often constrained to highly
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skilled professionals in specialised technical do-
mains, such as the aerospace industry.

Scaffidi et al. [16] estimate, based on data
from the US Bureau of Labor Statistics, that by
2012 over 90 million Americans will use com-
puters at work. Of these, 55 million will be
spreadsheet and database users; 13 million will
do some programming, and fewer than 3 million
will be professional programmers. We would
like to expand the potential user-base for multi-
objective optimization from its current position
of those with some programming experience to
all spreadsheet users.

We imagine that multi-objective optimiza-
tion will become more important for regu-
lar business people as concerns for the envi-
ronment, social responsibility, life-cycle costs,
safety, etc., compete with regard for the short-
term bottom line.

A similar transformation occurred in the
American aerospace industry in the 1970s [17]:
in the 1960s the aerospace industry pursued
performance at any cost; by the 1970s they
realized that each marginal increase in perfor-
mance was coming at larger and larger costs,
both to the short-term bottom line, as well as
to maintainability and life-cycle costs. Hence
the aerospace industry has been interested
in multi-objective optimization for some time
now. However, the tools they use tend to be
restricted to those with some programming ex-
perience (which is reasonably common amongst
the highly trained engineers who design air-
craft).

We have been collaborating with a group
of aerospace engineers here at MIT, and have
studied the kinds of multi-objective optimiza-
tion problems that they are most commonly
interested in solving. In previous work [15] we
developed a new algorithm for multi-objective
optimization and applied it to solving some of
their complex challenge problems. This algo-
rithm uses the Kodkod [20] relational model-
finder as its underlying constraint solver.

In this work we report on a novel user inter-
face that we have designed and implemented
based on (a) our study of the kinds of models
that they write with their existing tools, and
(b) interviews and design reviews with them.
From this collaboration and study we posit
that:

1. the idea of multi-objective optimization
is comprehensible to regular spreadsheet
users;

2. a spreadsheet-like user interface can be de-
signed for multi-objective optimization;

3. such a user interface will make multi-
objective optimization more accessible.

In this paper we concretely substantiate the
second proposition by describing the design of
a spreadsheet-like user interface for discrete
multi-objective optimization. We provide ar-
guments supporting the first and third propo-
sitions but leave their empirical exploration for
future work.

The prototype of our user interface and
solver may be downloaded from http://sdg.
csail.mit.edu/moolloy/

2 Problem Statement

This section gives a formal description of com-
binatorial multi-objective optimzation, Pareto
dominance, Pareto optimality, etc.: the con-
cepts that are needed to understand what our
user interface is intended to do.

2.1 Problem Input

In a multi-objective optimization problem, a
vector of decision variables ~X = [x1, . . . , xz] is
assigned a vector of values, called an assign-
ment. Each value is drawn from a given do-
main, thus we sometimes refer to it as domain
value. An assignment is feasible if it respects
all the constraints represented by a vector ~C =
[c1( ~X), . . . , cp( ~X)]. A feasible assignment is
also called a solution. A vector of metric (or ob-
jective) functions ~M = [m1, . . . ,mq] is applied
to a solution to obtain a point (or metric values
or objective values) [m1( ~X), . . . ,mq( ~X)].

2.2 Pareto dominance and Pareto
optimality

Two solutions can be compared based on their
metric values. We make the following distinc-
tions:
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Definition 1 Let ȧ and â be solutions, q the
number of metric functions, and let u, v be met-
ric function indices in {1, . . . , q}. We say

• â (Pareto) dominates ȧ with respect to the
metric M : ⇔ ∀u : mu(â) ≥ mu(ȧ) and
∃v : mv(â) > mv(ȧ)

• â (Pareto) equals â: ⇔ ∀u : mu(â) =
mu(ȧ)

Given a set of solutions S, we are interested
in finding maximal or optimal solutions (min-
imization problems can be expressed as max-
imization problems). Optimality is defined in
terms of metric values:

Definition 2 Let ȧ, â be solutions.
We call â maximal or (Pareto) optimal iff no
ȧ exists such that ȧ dominates â. The set
containing all optimal solutions is called the
Pareto front.

2.3 Solving a Multi-Objective
Optimization Problem

The result of solving a multi-objective opti-
mization problem is its Pareto Front. Con-
ventionally, the Pareto front is regarded as a
set. In practice, however, an algorithm pro-
duces one solution at a time. The Pareto front
may be so large that the user cannot wait for all
optimal solutions to be generated; or the user
may simply wish to start assessing and explor-
ing solutions as they are generated.

It is therefore important to specify a solver
in terms of the sequence of solutions that it
produces, and not the set (which may never be
obtained).

A MOOP solver has three essentual proper-
ties:

Definition 3 Specification of a MOOP
solver

Given decision variables ~X, metric functions
~M , and constraints ~C. Let S be the set of
all solutions for 〈 ~X, ~M, ~C〉. A solver should
produce a sequence of assignments O such that:

i) Soundness: Every generated assignment
satisfies the constraints (i.e. is a solution):
∀a ∈ O |

∧
ci(a), 1 ≤ i ≤ p

ii) Optimality: Every generated assignment
is optimal:
∀a ∈ O |a is Pareto optimal

iii) Completeness: Every optimal assignment
is generated:
∀a ∈ S | a is Pareto optimal ⇒ a ∈ O

It is up to the MOOP solver to satisfy the 3
criteria given above and the design of a user in-
terface can be seen as separate task. Neverthe-
less, only with a solver which computes correct
solutions and yields them as early as possible
during the computation, we are able to build
interfaces with high usability which fulfill to-
day’s criteria for human-computer interactions,
e.g. “provide feedback” [12].

2.4 Problem domains of MOOPs

In different research communities, the vectors
~X, ~M and ~C take different forms. In Opera-
tions Research, for instance, the decision vari-
ables are usually assigned numerical values, ei-
ther drawn from a continuous domain like R, or
from a discrete domain like Z. Likewise, con-
straints are given as equations or inequations
over ~X (e.g. as linear functions).

For so called pseudo boolean problems, ~M
and ~C are used in the same manner as just
described, but decision variables are restricted
to take the values 0 or 1.

The solver underlying our interface is dif-
ferent. Addressing the solver directly over its
API, we can specify domain values which can
themselves be complex structures (though fi-
nite and discrete). Thus the topology of a net-
work or the shape of a directory hierarchy, for
example, might be the value assigned to a sin-
gle variable. For the graphical user interface,
however, we tried to identify the subset of op-
timization problems which are most relevant in
practice. This subset is described in more de-
tail in the next section.

3 Moolloy - an Interface for
MOOP

We introduce the interface of our tool, called
Moolloy, by further pursuing the bicycle exam-
ple from the introduction. A number of vari-
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ables with their associated domain values de-
scribe the characteristics of a bike. Our goal is
to find all Pareto optimal solutions: i.e., those
on the maximal performance and minimal cost
trade-off curve.

3.1 Declaring Metrics

Figure 1 shows the default window directly af-
ter the start of the Moolloy tool. On the left
hand side, a tree with with 4 nodes is provided.
Using context menus, we add new nodes to this
tree; each node representing parts of the opti-
mization model. Therefore, we also call the tree
a model-tree.

Figure 1: Moolloy’s main window with an
empty model-tree.

Usually, the first step during the develop-
ment of an optimization model is to state the
metrics of the problem. For our example, we
define the two metrics Cost and Performance
as shown in Figure 2. We set the preference
of metric Cost to “min” and the preference
of metric performance to “max”. The oper-
ator determines if metric values are combined
with addition or multiplication. We discuss the
columns “Min” and “Max” in the next section.

Figure 2: Declaring metrics of the model.

3.2 Declaring Domain Values

In a next step, we declare domains and their
values (shown in Figure 3). Note that the
ordering in which domain values are listed is
meaningful. Internally, we define a total order-
ing over the values of each domain; i.e., in our
example Steel < Aluminum < Carbon fiber
holds. Such an ordering is useful once we add
constraints to the model.

Figure 3: Adding a domain and its values. The
ordering of the values describes a total ordering
over the values of the domain.

As different decision variables, e.g. Frame
and Fork, will take different domain values, we
can declare multiple domains. Later on, we as-
sign the decision variables to their correspond-
ing domains. Each declaration of a domain
adds a new node (a child of the mapping node)
in the model-tree.

3.3 Declaring Variables

We can now add decision variables to each do-
main of our model. This is, again, done by us-
ing the context menu of the model-tree. Each
variable creates a new node in the tree. Open-
ing such a node, e.g., for the variable Frame,
opens a table as shown in Figure 5. Using this
table we specify how a particular domain value
changes a metric value (in case the variable gets
assigned to the domain value).

It might happen that some variables should
not be able to get assigned to particular do-
main value. This can be achieved by simply
leaving the row of that value blank. In the ex-
ample: if we don’t enter at least one metric
value in the row of Carbon fiber, the variable
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Figure 4: The entire model-tree, the solution window and the plot of the Pareto front.

Figure 5: For each variable we declare the in-
fluence of a domain value on the metric value.

Frame will never be assigned to this domain
value. Rows which are only partially filled with
metric values, are automatically completed by
adding a neutral element (0 for addition, 1 for
multiplication) in the empty fields.

3.4 Solving the Model

Once we have completed our model, we solve
it in order to get the Pareto optimal solutions
(the Pareto front). Figure 4 shows the main
window with the complete model-tree for our
bicycle example.

A separate window displays a table with
all the Pareto optimal solutions, showing their
metric values (see Figure 6). Clicking on one
of these rows will open up a new window dis-
playing the details of the the solution, i.e. the

assignments of variables to domain values (see
Figure 7).

To visually inspect the Pareto front of our
model, we can plot two metrics in a diagram.
For our bicycle example, we can observe that
there is high density of solutions with low
costs and low to medium performance but only
a few solutions with excellent performance.
This might indicate that we have not enough
medium-price, medium-performance options in
our model.

Figure 6: Pareto optimal solutions to the
model. The Pareto front can be plotted using
the context menu.
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Figure 7: The assignment window displays the
detail of a particular solution.

4 Expressing Constraints

Once the decision variables, domain values and
metrics of an optimization model are defined, a
user might want to add constraints (also called
restrictions) to the model. Constraints en-
sure that every solution respects certain prop-
erties. In our bicycle example, for instance, we
might want to ensure only a certain fork model
is used, given that the frame material is alu-
minum. Thus, a constraint might be: if frame
= aluminum then fork = RockShock XL.

4.1 Classification of Constraints

We identify three major types of constraints:

1. Assignment constraints: this type of con-
straint relates to the example given above.
The assignment of a decision variable to a
certain value influences the assignment of
other decision variables.

2. Metric constraints: a metric constraint en-
sures that a solution respects certain met-
ric properties. For example, we could for-
mulate a constraint “overall performance
of a solution must be > 40” for our bicy-
cle model. At a more fine-grained level,
a metric constraint might not just restrict
the overall value of a metric but instead
a specific part of the model: e.g. “cost of
handlebar + stem must be ≤ 250”.

3. Functional constraints: given a decision
variable which is assigned to a domain
value, a metric value for this assignment
might depend on other decision variables.
Again, we give an example from our bi-
cycle model: the performance of the rear
mech (the rear gear shifter) depends on the
type of chain chosen. A constraint could
be “if chain = Shimanu XYZ then the per-
formance of the Shimanu XYZ rear mech
equals 10, else it is 8”.

We do not claim that every constraint of
an arbitrary combinatorial MOOP can be
matched to one of the three categories. How-
ever, our work with real world case studies and
a variety of (sometimes artificial) benchmark
problems has shown that most constraints fit
within this classification.

During the development of the interface, our
cooperation with aero-space engineers revealed
that assignment constraints and metric con-
straints are essential to model (even simpli-
fied versions of) real-word optimization prob-
lems. In contrast, functional constraints are of
greater importance for the fine adjustment of
the optimization model.

4.2 Implicit and Explicit Expres-
sion of Constraints

The Moolloy user interface is structured so as
to make the most common kinds of constraints
that users wish to express as simple as enter-
ing a value in to a cell in a table. We refer
to such constraints as implicit because they do
not require the user to write an explicit logical
formula.

We gave an example for such an implicit con-
straint in Section 3.3: by not defining any met-
ric values for a particular domain value, we
implicitly stated a constraint which prohibits
any variable from being assigned to this do-
main value.

Another possibility to state an implicit con-
straint is shown in Figure 2. Entering a value
in the “Min” field ensures that all solutions will
have a value for this metric that is greater than
or equal to the specified value. Entering a value
in the “Max” field ensures that all solutions will
have a value for this metric that is less than or
equal to the specified value.
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constraint ::= ’(’ constraint ’)’ formulaOp := ’=’ | ’<’ | ’>’ | ’<=’ | ’>=’

| ’@’ classId

| negationOp constraint expr ::= ’(’ expr ’)’

| constraint logicOp constraint | expr exprOp expr

| formula | sumExpr

| logicConst | multExpr

| intConst

negationOp ::= ’not’ | ’!’

exprOp ::= ’*’ | ’/’ | ’%’ | ’+’ | ’-’

logicOp ::= ’and’ | ’&’

| ’implies’ | ’=>’ sumExpr ::=

| ’iff’ | ’<=>’ ’$sum(’ metricId ’,’ domainId ’,’

| ’or’ | ’|’ valueId ’,’ number ’)’

logicConst ::= ’true’ | ’false’ multExpr ::=

’$mult(’ metricId ’,’ domainId ’,’

formula ::= expr formulaOp expr valueId ’,’ number ’)’

| varId formulaOp (varId | valueId)

| valueId formulaOp varId intConst ::= ’$’number

Figure 8: Grammar of Moolloy’s expression language: every name ending with Id represents an
identifier, and is to be treated as a terminal. The terminal number represents a positive integer
value. Precedence of logical operators (tightes first): not, and, implies, iff, or. Expression operators
* (multiplication), / (division) and % (modulo) have higher precedence than + (addition) and -
(substraction). All operators associate to the left.

In a similar fashion, we can assure that a
minimal or maximal number of variables get
assigned to a particular domain value. Fig-
ure 9 shows the fields “MinVars” and “Max-
Vars” which are used for this purpose.

Figure 9: “MinVars” and “MaxVars” allow a
implicit definition of a constraint.

Sometimes, however, the user wishes to ex-
press constraints that do not correspond to a
single table cell in the user interface. In this
uncommon case the user may write an explicit
logical formula, such as the example shown in
Figure 10. In the next section we describe the
grammar for these explicit constraints.

Figure 10: Explicit definition of a constraint
using the expression language.

4.3 Explicit Constraints

Figure 8 shows the grammar of the expres-
sion language currently implemented in Mool-
loy. As an example, we show how to express the
constraints from the beginning of this section
in Moolloy’s expression language:

• the constraint if frame = aluminum then
fork = RockShock XL gets almost di-
rectly translated to: frame = aluminum
=> fork = RockShock_XL (where frame
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is a varId and aluminum is a valueId).

• the metric constraint “cost of handlebar +
stem must be ≤ 250” can be translated to:
$sum(Cost, cockpit, Syntace_Race, 4)
<= $250. The expression specifies that
the sum of Cost for the variables in the
domain cockpit (these variables are
handlebar and stem) has to be less than
250. We specified that every domain value
from the cockpit should be considered
in the calculation because Syntace_Race
is the first value in the domain cockpit
which has 4 additional domain values.
The last two parameters of the $sum()
expression define the range over which the
calculation is performed. If, for instance,
instead of Syntace_Race, 4 we would
write Snytace_Race,0, then only vari-
ables assigned to the value Syntace_Race
would be considered in the calculation.

We already mentioned that Moolloy’s under-
lying constraint solver [15] has a greater expres-
siveness than what is expressible within the in-
terface. The same accounts for the expression
language. While our experience shows that
most user constraints can be handled within
Moolloy itself, there might be case where a con-
straint can not be expressed due to the limi-
tations of the expression language. In such a
case, an experienced user can write the con-
straint directly as a Kodkod input (i.e. as a
Java class) and refer to it in the interface using
@classId, where classId represents the full
name of the class. The class will then dynami-
cally be instantiated and invoked before solving
the model.

5 Related Work

There is relatively little work on end-user in-
terfaces for combinatorial multi-objective opti-
mization that we are aware of.

Most tools that do multi-objective optimiza-
tion have interfaces like Matlab (which in-
cludes some evolutionary algorithms for multi-
objective optimization). These interfaces are
intended for a technically sophisticated audi-
ence, and are usually targeted for problems
with continuous variables and few constraints.

By contrast, we are interested in develop-
ing a user interface for spreadsheet-level users
who wish to solve multi-objective optimization
problems with discrete variables with many
constraints.

Catalyst Development Corporation (http:
//catalyst.com) is currently running a pri-
vate beta test of their forthcoming ChoiceAna-
lyst tool, which has similar objectives to ours:
combinatorial multi-objective optimization for
spreadsheet-level users. Our prototype has a
richer and more general language for expressing
constraints. ChoiceAnalyst has an interesting
idea of having not only multiple objectives, but
multiple decision makers. The tool attempts to
find the solutions that are good not only on all
metrics but also for all decision makers. This
is a very interesting dimension that we have
not yet explored: we assume a single decision
maker with multiple objectives.

Blasco et al. [1] and Eskelinen et al. [7]
have developed some techniques for visualiz-
ing Pareto fronts in high-dimensional spaces.
These techniques are complementary to ours,
and we discuss them more in the Future Work
section below.

Our aerospace collaborators here at MIT
have largely been developing their own user-
interfaces and solving algorithms [11, 18].
Their most fully developed user-interface
and associated solver is the Object-Process-
Network (OPN) tool [11] (http://opn.mit.
edu). One may think of OPN as Petri-nets
annotated with short procedures written in
Python. This is a very popular tool with our
collaborators for a few reasons:

1. It is very easy to draw the Petri-net-like
structure of the model.

2. It is relatively easy to write short proce-
dures within a framework – as compared
to writing complete programs. These users
have the technical sophistication to write
short procedures within a framework, but
find it inconvenient to write complete pro-
grams.

3. OPN is Turing complete, and hence capa-
ble of modelling a wide variety of prob-
lems – not just multi-objective optimiza-
tion. For example, they also use OPN to
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model stakeholder value-flow feedback net-
works.

The OPN user-interface makes it relatively
easy for technically sophisticated users to
model a wide variety of problems. Our goal is
to take one of these problems that OPN is com-
monly used for – combinatorial multi-objective
optimization – and make it accessible to regular
business people who are familiar with spread-
sheets but not programming.

A good introduction to the literature on
multi-objective decision making is the collec-
tion of surveys edited by Figueira et al. [8].
More focused surveys of the literature on multi-
objective combinatorial optimization include
those by Ehrgott and Gandibleux [3–5, 9] and
by Ulungu and Teghem [21]. Additionally, the
Annals of Operations Research recently ran a
special issue on combinatorial multi-objective
decision making [6].

6 Future Work

We are pursuing future work along a number of
fronts, including enhanced user input of expres-
sions with schematic tables [2], improved visu-
alization of the computed Pareto fronts, and
usability studies with our implemented tool.

6.1 Schematic Tables

The goal of the work reported in this paper was
to move the expression of combinatorial multi-
objective problems from imperative code to a
functional (i.e., stateless) spreadsheet-like user
interface. This has been accomplished. The
next step down this path is to transfer formu-
las from the textual expression language to a
more graphical and tabular form.

Schematic tables [2] are a new form of deci-
sion tables [14, 19] developed by Edwards [2]
that we could use to supplant some usages of
our expression language. Schematic tables have
a number of useful features:

• Canonical form: there is only one way to
express each meaning.

• Proper partitioning: a decidable logic en-
sures that the table covers the input space
both exhaustively and disjointly.

• Editability: schematic tables have a sys-
tematic way that they can be put into an
inconsistent state while the user is editing
the table, and the user is given feedback
about how to continue editing the table to
resolve the introduced inconsistencies.

Peyton Jones et al. [13] also developed a
more tabular approach to user-defined spread-
sheet functions. These ideas are actually
more similar to the way that regular spread-
sheet users work than are decision tables or
schematic tables. However, the approach of
Peyton Jones et al. [13] does not offer any of
the discipline of schematic tables: for exam-
ple, ensuring that the function covers all of its
inputs exhaustively and disjointly. Such disci-
pline is important in this domain, and so we
think that schematic tables are the best choice
here.

6.2 Visualizing the Pareto Front

The focus of our work reported here has
been on a spreadsheet-like user interface for
describing combinatorial multiobjective prob-
lems: i.e., on the input to the solver. We have
not emphasized here the user interface for in-
specting the computed Pareto front: i.e., the
output of the solver.

Blasco et al. [1] and Eskelinen et al. [7]
have recently proposed techniques for visual-
izing Pareto fronts – especially fronts in spaces
with more than two dimensions. Pareto fronts
in two-dimensional spaces are easily visualized
in the obvious way, as we already do (e.g., Fig-
ure 4). It is less obvious how to visualize Pareto
fronts in high-dimensional spaces. However,
since our solver [15] is designed to work in high-
dimensional spaces, we are very interested to
incorporate appropriate visualizations for the
resulting Pareto fronts.

6.3 Usability Studies

While we have conducted user interviews and
mock-up walkthroughs in the work reported
here, we have not yet conducted quantitative
usability studies with the working tool. Three
particular issues that we are interested in ex-
ploring empirically include:
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1. Whether users prefer the problem space hi-
erarchy organized around domains (as it is
currently the case), or around decisions.

2. Which kinds of functions users prefer to
write formulæ for, and which they prefer
to use schematic tables for. The results
of previous usability studies (e.g., [10, 22])
do not obviously make predictions of what
users will find easier in our context.

3. Whether the problems that other classes
of business and engineering users are inter-
ested in can be expressed within our user
interface. We are currently collaborating
with some materials scientists here at MIT
who are also interested in a multi-objective
approach to planning manufacturing.

7 Conclusions

Multi-objective optimization is likely to be-
come more important to business people wish-
ing to make rigorous decisions in complex
spaces.

In the 1970s the aerospace industry evolved
from a single-minded focus on performance to a
richer view including maintainability, life-cycle
costs, etc. [17] Business is now evolving from
a single-minded focus on the bottom-line to a
richer view that includes environmental con-
cerns, social responsibility, etc.

The aerospace industry has highly technical
staff that can make use of sophisticated tools
such as Matlab in their decision making. Reg-
ular business users need better user interfaces
to make ideas such as multi-objective optimiza-
tion accessible. The idea of multi-objective op-
timization is not that hard to understand, but
the currently available tools that implement it
are insurmountably difficult to use for most
spreadsheet users.

We have designed and implemented a pro-
totype user-interface for combinatorial multi-
objective optimization with a spreadsheet-like
tabular design. This design is based on our
study of the kinds of multi-objective optimiza-
tion problems that a group of aerospace engi-
neers works with most commonly. We believe
that this user interface will also support many
problems that users in other domains, such as

business and other areas of engineering, may
be interested in.
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ber 2007.

[3] Matthias Ehrgott and Xavier Gandibleux.
A survey and annotated bibliography
of multiobjective combinatorial optimiza-
tion. OR Spektrum, 22(4):425–460, 2000.

[4] Matthias Ehrgott and Xavier Gandibleux.
Multiobjective combinatorial optimiza-
tion: theory, methodology, and applica-
tions. In Matthias Ehrgott and Xavier
Gandibleux, editors, Multiple Criteria Op-
timization: State of the Art Annotated
Bibliographic Survey, volume 52 of In-
ternational Series in Operations Research
and Management Science, pages 369–
444. Kluwer Academic Publishers, Boston,
MA, 2002. ISBN 1-4020-7128-0.

[5] Matthias Ehrgott and Xavier Gandibleux.
Hybrid metaheuristics for multi-objective
combinatorial optimization. In Christian
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