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Reachability from a program variable v to a program variable w states that from v, it is possible to follow
a path of memory locations that leads to the object bound to w. We present a new abstract domain for the
static analysis of possible reachability between program variables or, equivalently, definite unreachability
between them. This information is important for improving the precision of other static analyses, such as
side-effects, field initialization, cyclicity and path-length analysis, as well as more complex analyses built
upon them, such as nullness and termination analysis. We define and prove correct our reachability analysis
for Java bytecode, defined as a constraint-based analysis, where the constraint is a graph whose nodes
are the program points and whose arcs propagate reachability information in accordance to the abstract
semantics of each bytecode instruction. For each program point p, our reachability analysis produces an
overapproximation of the ordered pairs of variables (v, w) such that v might reach w at p. Seen the other
way around, if a pair (v, w) is not present in the overapproximation at p, then v definitely does not reach
w at p. We have implemented the analysis inside the Julia static analyzer. Our experiments of analysis of
nontrivial Java and Android programs show the improvement of precision due to the presence of reachability
information. Moreover, reachability analysis actually reduces the overall cost of nullness and termination
analysis.
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1. INTRODUCTION

Static analysis of computer programs lets one gather information about their runtime
behavior before even running them. Hence, it becomes possible to prove that they will
not perform any illegal operation, such as a division by zero or a dereference of null,
will not lead to erroneous executions, such as infinite loops, will not divulge information
in incorrect ways (such as security authorizations or GPS position of mobile devices).
Static analysis has a long story now and can be formalized in many ways. In particular,
here we follow the abstract interpretation approach [Cousot and Cousot 1977], which
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14:2 D. Nikoli¢ and F. Spoto

allows one to define a static analysis from the formal specification of the property of
interest and of the semantics of the programming language.

Dynamic allocation of objects is heavily used in (complex and large) real-life pro-
grams. When such objects are instantiated on demand, their number might be stat-
ically unknown. Moreover, objects in general contain references to other objects i.e.,
(fields in object-oriented parlance), and those references are typically modified at run-
time. The most interesting properties of current software are related to the objects that
they dynamically allocate in memory rather than to primitive values, such as integers.
Hence, it is not a surprise that a huge amount of literature tackles the analysis of
memory-related properties. There are very general techniques, such as shape analysis
[Sagiv et al. 1998, 2002], that build, statically, a conservative description of the possi-
ble shapes that data structures might take at runtime. There are also more abstract
analyses, typically less precise but more efficient. For instance, aliasing analysis exists
in uncountable variations and expresses the fact that two variables might (or must
always) point to the same location (i.e., they are possibly or definitely aliased to each
other). There is also sharing analysis [Secci and Spoto 2005], whose goal is to determine
if two variables might ever be bound to overlapping data structures. In other terms,
two variables share if they might reach the same location at runtime.

In this article, we present, formalize, prove correct, and implement a new abstraction
of the runtime, dynamically allocated memory of computer software. This abstraction
is called reachability. We say that a variable v reaches a variable w if w is bound to an
object reachable from v, by following the fields of the object bound to v, recursively. This
notion is distinct from sharing: if v reaches w, then v and w share, but the converse
is, in general, false. In this sense, reachability is more precise, that is, it induces a
finer, more concrete abstraction of the computational states than sharing analysis.
Reachability can of course be abstracted from another abstraction of the memory,
such as the result of a sharing or shape analysis. However, we want an analysis that
uses the most abstract domain for reachability analysis here, that coincides with the
reachability property itself. In other words, since the property of reachability is a way
of specifying the ordered pairs of variables such that the first reaches the second, the
simplest abstraction for reachability is exactly that: a set of ordered pairs of variables
such that the first reaches the second. Nothing else is added or missing from the
abstract domain. In this article, those pairs are propagated along all possible execution
paths by using a constraint-based technique, proved correct by abstract interpretation.
The implementation has been performed inside the Julia analyzer!, which allows us to
discuss the actual benefits of our reachability analysis.

We observe that ours is a possible reachability analysis in the sense that it provides,
for each program point p, an over-approximation of the actual reachability information
holding at p. This over-approximation contains the full actual reachability information
at p, but it might contain some spurious pairs of variables as well (i.e., false positives),
since reachability is an undecidable property. If we look at this overapproximation the
other way around, we can assert, definitely, that pairs of variables not in the overap-
proximation do not reach each other at that program point. Actually, it is simpler to
think in terms of propagation of a possible overapproximation and our formalization is,
consequently, in terms of possible reachability. However, it is the complementary defi-
nite unreachability that is later used for program analysis. Namely, by just considering
our work related to the Julia static analyzer, we highlight the following uses.

—For Side-Effects Analysis. Side-effects analysis tracks (among other things) which
parameters p of a method might be affected by its execution in the sense that the

Ihttp://www.juliasoft.com.
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method might update a field of an object reachable from p. Namely, if the method
performs an assignment a.f=b, this affects p only if p reaches a. Therefore, if we
know that p definitely does not reach a right before the assignment is performed, the
latter does not affect p. Since we compute an overapproximation of the reachability
pairs, those pairs that do not belong to the overapproximation definitely do not reach
each other. If we used nonsharing rather than nonreachability information, that
would lead to a loss of precision, since it might be the case that p and a share but the
assignment modifies an object unreachable from p.

—7For Field Initialization Analysis. It is often the case that a field is initialized by all
constructors of its defining class before that field is read, ever, in the program. Spot-
ting this frequent situation is important for many analyses, including nullness [Papi
et al. 2008; Spoto and Ernst 2011]. Hence, we want to know if a field read operation
a=expression.f inside a constructor can actually read field f of this, the object being
initialized by the constructor. This might happen only if this is an alias of expression
that we can conservatively approximate by checking if this reaches expression. In
particular, if we know that this definitely does not reach expression right before
the assignment is executed, then this cannot be an alias of expression, and that
assigment will not read the field f of this. Here, we are using possible reachability
as an approximation of possible aliasing. As before, an overapproximation of the
reachability pairs means that the other pairs do not reach each other. Again, sharing
would be less precise here. We observe that expression is, in Java bytecode, held in
a stack variable, hence we are testing reachability between variables here.

—For Cyclicity Analysis. If we know that b holds an acyclical data structure, then the
assignment a.f=b might make a cyclical (i.e., hold a cyclical data structure), only if
b reaches a. Originally, this analysis was built upon sharing information [Rossignoli
and Spoto 2006], but analysis of reachable variables gives better precision, as already
observed in Genaim and Zanardini [2012].

—For Path-Length Analysis. Path length is a measure of data structures used in termi-
nation analysis [Spoto et al. 2010]. It is the maximum number of pointer dereferences
that can be followed from a program variable. An assignment a.f=b can only modify
the path length of the program variables that share with a, according to the original
definition of path length [Spoto et al. 2010]. Reachability analysis improves this ap-
proximation, since the path length of a program variable v is actually modified only
if v reaches a.

Julia already includes the four static analyses just mentioned. They are used as
building blocks of larger tools, such as a nullness checker and a termination checker
tool. The former spots the points where a program might throw a null-pointer exception
at runtime, while the latter spots which method calls might diverge at runtime. A tool
performs its supporting static analyses (building blocks) in distinct threads and hence
runs in parallel on multicore hardware. When a supporting static analysis needs the
results of another analysis, it suspends itself until those results become available. The
analyzer does not deadlock, since a partial ordering is imposed on the analyses: if an
analysis z needs the results of an analysis y, then y never asks for the results of z, not
even indirectly.

At the end of this article, we provide an experimental evaluation of our reachability
analysis. Namely, we show that reachability analysis is more precise than a sharing
analysis, when the property of interest is reachability. We also report the effects of
the reachability analysis on the precision of side-effects, field initialization, and cyclic-
ity analyses. The effects on path-length analysis can only be measured indirectly by
checking if the termination analysis, built over the path-length analysis, increases its
precision. We show that reachability increases the overall precision of the nullness
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tool of Julia for the analysis of nontrivial Java and Android programs. On the other
hand, the performance of the termination tool is not improved for the programs priv-
iosly mentioned. Instead, it is well improved for the analysis of a set of programs from
the international termination competition?, where six more examples are shown to
terminate thanks to the addition of reachability analysis. We explain this with the
observation that in most real cases, such as the large programs that we have analyzed,
termination is related to loops over integer counters rather than to recursion over re-
cursive data structures. The samples from the termination competition are small (a few
hundred lines of source code at most), which means that the shape of the memory can
be more easily inferred; they ban complications, such as calls to the Java library; they
are often devised with the goal of showing specific features of the competing analyzers
and are consequently often unrealistic. An unexpected and surprising effect of reach-
ability is, however, an increase in speed for both tools: adding an extra static analysis
(reachability) reduces the total runtime of the tools (reachability runtime included).
This can be actually explained: reachability increases the precision of other analyses
(side-effects, field initialization, cyclicity, etc.) and hence helps their convergence and
makes them use smaller abstractions (i.e., they track less-spurious information). More-
over, reachability is run in parallel to other analyses so that it does not actually add to
the total cost of the tools (as long as enough processing cores are available).

The rest of the article is organized as follows. Section 2 introduces the state of the
art and relates our work to the existing approaches, showing similarities and differ-
ences. Section 3 introduces syntax and operational semantics of the Java bytecode-like
language that we consider in this article. Section 4 formally defines different notions
of reachability. Section 5 presents our abstract interpretation-based static analysis,
together with formal proofs of correctness. Section 6 shows the application of our anal-
ysis to many real-life examples, its precision, and the way it affects other analyses
performed by our static analyzer Julia. Section 7 concludes. Most proofs are kept in the
Appendix.

2. RELATED WORK

Reachability analysis belongs to the well-known group of pointer analyses that improve
the overall precision of other static analyses of programs. Plenty of works consider
pointer analyses: in Hind [2001], more than 75 papers are surveyed. Different proper-
ties of pointers can be considered, which gives rise to distinct pointer analyses: alias,
sharing, points-to, escape, and shape analyses.

Possible (definitive) alias analysis discovers the pairs of variables that might (must)
point to the same memory location. If two variables are aliased, they are also reachable
from each other, but the opposite is in general false. Sharing analysis [Secci and Spoto
2005] determines if two variables might ever be bound to overlapping data structures,
that is, two variables share if they might reach the same location at runtime. If a
variable is reachable from another one, they must also share, but the opposite is in
general false.

Points-to analysis computes the objects that a pointer variable might refer to at
runtime. Usually, points-to analysis performs a conservative approximation of the heap,
which is then used to compute points-to information for the whole program. Many works
deal with this analysis, either by providing a formal framework or by introducing an
efficient tool [Salcianu 2006; Lhotdk and Hendren 2003; Lhotdk 2006; Lhotdk and
Chung 2011; Smaragdakis et al. 2011; Rountev et al. 2001; Hardekopf 2009]. The
jpaul tool® of Salcianu [2006] implements a pointer analysis that constructs, at each

2http://termination-portal.org/wiki/Termination_Competition.
Shttp://jpaul .sourceforge.net.
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program point, a points-to graph describing how local variables and object fields point
to objects. The authors explain how to use its results to perform program optimization
(stack-allocation of local objects) and identify pure methods (i.e., without side-effects).
The points-to graphs are precise approximations of the runtime heap memory, and some
of their formulations can be used to overapproximate reachability information. They
are often much more concrete than reachability itself, which is our abstract domain.

The goal of shape analysis is to determine the shape invariants describing the pro-
gram’s data structures [Sagiv et al. 1998, 2002; Calcagno et al. 2009; Berdine et al. 2007,
Distefano et al. 2006]. Shape analyses are quite concrete and hence capture aliasing
and points-to information, as well as some more accurate properties of data structures,
such as cyclicity or acyclicity. These properties are often encoded as first-order formulas,
and theorem proving is used to determine their validity. Shape analyses also contain
a very precise approximation of the runtime heap memory from which reachability
can be extracted. For example, we can enrich the list of instrumentation predicates
introduced in Sagiv et al. [2002] with

k-1
@0, (V)=3s1, ..., s €Sel. 3y, ..., vx € Var.z(v) A /\ si(vg, vig1) A vg = v,
i=1

whose meaning is that a pointer variable z reaches a location bound to v along some
arbitrary fields. In order to verify if a pointer variable z reaches a pointer variable
y, we should check the satisfiability of the formula: 3v € V.y(v) A ¢, (v). The main
difference between these papers is the way they represent abstract states (shape-
graphs, logical structures, explicit reachability predicates). Although these analyses
are precise, they are consequently often expensive and sometimes limited to some
particular data structure, such as linked lists. Some papers consider only a fragment
of a real programming language or are defined for a toy language without method calls
or their techniques do not scale to large, real-life applications.

There already exists a notion of reachability in literature [Nelson 1983], slightly
different from ours. The meaning of the reachability predicate there is to determine if a
memory location reaches another one, usually along a particular field of the structure of
interest. Our definition of reachable locations deals with arbitrary objects and examines
all fields of these objects. Shape analysis has been also studied from the point of
view of predicate abstraction [Ball et al. 2001, 2005]. For instance, some works [Dams
and Namjoshi 2003; Balaban et al. 2005; Chatterjee et al. 2009] use the reachability
predicate during the abstraction of the program.

The approach closest to ours is in Genaim and Zanardini [2010, 2012]. The authors
consider a simple Java-like language and define a notion of reachability that coincides
with ours: the definition of the analysis and the propagation rules are, however, com-
pletely different from ours. This definition of reachability is actually inspired by the
representation of the memory introduced in Secci and Spoto [2005]. The static analysis
proposed in Genaim and Zanardini [2010, 2012] is based on abstract interpretation
and uses the same abstract domain that we propose in this article, Although our target
language is different (we consider almost the full Java bytecode with exceptions), we
can still compare the static analyses introduced in these two papers, and we highlight
some advantages of our analysis.

—We explicitly handle the side-effects of the methods.

—We provide a more detailed explanation of the propagation rules and formally prove
them correct.

—We deal with exceptions.

—The implementation of our analysis fully corresponds to its formalization.
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—We provide an experimental evaluation of our analysis on real-life Java and Android
applications and hence show its usefulness.

The first point is rather complex. In general, a callee method might introduce reachabil-
ity among its formal parameters, which is reflected in the introduction of reachability
between the actual parameters passed by the caller. One needs to know the reachabil-
ity between the formal parameters at the end of the callee to reconstruct the effects
on the actual parameters of the caller. However, the formal parameters might be reas-
signed inside the callee, which complicates the task, since their reachability does not
represent anymore that of the formal parameters. A solution is to introduce read-only
copies of the formal parameters (shallow variables), but this increases the number of
local variables in a method and consequently the cost of the analysis. We have instead
used a technique that avoids the introduction of copies.

3. OPERATIONAL SEMANTICS

This section presents a formal operational semantics for Java bytecode, inspired by its
standard informal semantics in Lindholm and Yellin [1999]. This is the same semantics
used in Spoto and Ernst [2011]. A similar formalization, but in denotational form, has
also been used [Payet and Spoto 2007; Spoto 2008; Spoto et al. 2010]. Another approach
using a similar representation of bytecode in an operational setting is that of Albert
et al. [2007], although, there, Prolog clauses encode the graph, while we work directly
on it.

There exist some other formal semantics for Java bytecode. Our choice has been
dictated by the desire of a semantics suitable for abstract interpretation: we want a
single concrete domain to abstract (the domain of states), and we want the bytecode
instructions to be state tranformers, always, also in the case of the conditional bytecode
instructions and of those dealing with dynamic dispatch and exception handling. This
is exactly the purpose of the semantics in Spoto and Ernst [2011], whose form highly
simplifies the definition of abstract interpretations and their proof of soundness.

Java bytecode is the form of instructions executed by the Java Virtual Machine
(JVM). Although it is a low-level language, it does support high-level concepts, such
as objects, dynamic dispatching, and garbage collection. Our formalization is also at
the Java bytecode level for several reasons. First, it is much simpler than Java: there
is a relatively small number of bytecode instructions, compared to varieties of source
statements, and bytecode instructions lack complexities like inner classes. Second, our
implementation of reachability analysis is at the bytecode level, bringing formalism,
implementation, and proofs closer. We require a formalization, since one of our goals is
to prove the analysis sound.

3.1. Types

For simplicity, we assume that the only primitive type is int; that reference types are
classes containing instance fields and instance methods and arrays. Our implementa-
tion handles all Java primitive and reference types as well as the rest of the bytecode
instructions and the static fields and methods that, for simplicity, we do not consider
in the present article. In particular, note that primitive types are not heap allocated in
Java bytecode, so they are irrelevant with respect to reachability. Hence, it is enough
to consider just one primitive type, since the others behave equivalently for what we
are concerned with in this article. Interfaces are also missing from our formalization.
We observe, however, that interfaces are relevant in Java at compilation time, while
they have little to do with a dynamic semantics, which is what we are going to abstract.
In particular, interfaces do not provide method implementations in Java bytecode, and
hence the method lookup rule only considers the superclass chain in that language.
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The fact that we do not consider static fields is a consequence of the formal complexity
that they would introduce, since static fields are always in scope, at every program
point. Static method calls would also complicate the semantics by duplicating the rules
for method call: one for instance methods and one for static methods; and they would
complicate the way the callee is found by dynamic lookup (from the dynamic type of an
object, in the first case; from a fixed starting class, in the second case). Our concrete
and abstract semantics would become too complex if static fields and methods were
presented in formal terms in this article.

Definition 3.1 (Types). Let K be the set of classes of a program. Every class has at
most one direct superclass and an arbitrary number of direct subclasses. Let A be the
set of array types of the program. A type is an element of T = {int} UK U A. A class
k € K has instance fields «.f:t (a field f of type t € T defined in «), where « and t are
often omitted. We let F(x) = {«'.f:t | ¥k <«’} denote the ﬁﬁelds defined in « or in any of
its superclasses. A class keK has instance methods k. m(1):t (a method m, dgﬁned in «,
with parameters of type t, returning a value of type t € T U {void}), where «, t, and t are
often omitted. Constructors are methods with the special name init that return void. An
array type has the form t[ ], where t is the type of its elements.

The set of types are ordered by a partial order < that we define next.

Definition 3.2 (Partial Ordering). Giventwo typest,t' € T, we say that t is a subtype
of t', or equivalently that t' is a supertype of t, and we denote it by t < t', if one of the
following conditions is satisfied:

—t=1*1,or

—t,¥ € Kandtis a subclass of t/, or
—t e A and t' = 0Object, or
—t=t[],t =tj[]eA and t; <.

In the following, we show some interesting properties of the subtype relation <. First
of all, we show that two supertypes of the same type must be related through <.

Lemma 3.3. Consider a type t € T and let t and t” be two supertypes of t, that is, t <t
andt<t’. Thent <t ort’ <t.

Proor. We proceed by induction on the maximal number of array dimensions allowed
for t' and t”. For the base case, t and t” are not arrays. In this case, if t = t”, the thesis
follows trivially. Assume hence that t' # t”. We distinguish the following cases.

—Ift = int, then it must be ' = t” = int, which is impossible.

—Ift = Object, then t # int, and hence t”’ is a reference type; thent” <t.

—Ift” = Object, then t # int, and hence t' is a reference type; thent' < 1’.

—If t and t” are classes distinct from Object, then t also must be a class, and since
every class has at most one direct superclass (Definition 3.1), by starting at t and
going up through the superclass chain, one must find t' and then t” or t” and then t'.
In the latter case, we have t' < t”; in the former case t’ <t'.

For the inductive case, we also have to consider the following cases.

—If t' is an array and t” is not Object, then by Definition 3.2, t = t;[ ], ¥ = t{[ ], and
t” = t{[ ] for some types t;,1},t] and t] # t], since otherwise t' = t". Since t < t' and
t <t” we have, by Definition 3.2, that t; <t and t; <t]. By inductive hypothesis, we
have t] <t} ort] <. Again by Definition 3.2, we obtain that ' <t” or t” <t holds.

—Ift” is an array and t’ is not Object, the thesis follows symmetrically to the preceding
case. [
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Definition 3.4 (Compatible Types). We define a function compatible : T — »(T) map-
ping every type t € T to the set of its compatible types:

compatible(t) = {t' |t <t ort <t}.

The following lemma shows that if a type is compatible with another, then every
supertype of the former is compatible with the latter as well.

Lemma 3.5. Lett, t,t" € Twitht <t Ift € compatible(t), then t” € compatible(t).
Proor. Since t' € compatible(t) we have two cases.

—t <t. Hencet <1’ and t” € compatible(t).
—+t <t. Sincet <t’, by Lemma 3.3 we havet <1’ ort” <t, thatis, t” € compatible(t). O

We show that the function compatible is monotonic.
LeEmMmA 3.6. Lett,t” € T with t <t”. Then compatible(t') C compatible(t”).
Proor. Let t € compatible(t’). We have two cases.

—t <t. Hencet <t and t € compatible(t”).
—t <t Sincet <t’, by Lemma 3.3 we havet <1’ ort’ <t, that is, t € compatible(t’). O

We analyze bytecode instructions preprocessed into a control-flow graph (CFG), that
is, a directed graph of basic blocks, with no jumps inside the blocks. We graphically
write

ins@p _>b1
rest (>

m

to denote a block of code starting with a bytecode instruction ins at a program point p,
possibly followed by more bytecode instructions rest and linked to m subsequent blocks
b1, ..., by,. The program point p is often irrelevant, so we just write ins instead of ins@p.

Example 3.7. Figure 2 shows the basic blocks of the second constructor in
Figure 1 (Lines 9-12). There is a branch at the implicit call to the constructor of
java.lang.0Object (automatically added by the compiler) that might throw an excep-
tion (as every call). If this happens, the exception is first caught and then re-thrown to
the caller of the constructor. Otherwise, the execution continues with two blocks storing
the formal parameters (locals 1 and 2) into the fields of this (held in local variable 0)
and then returns. Each bytecode instruction except return and throw has always one or
more immediate successors, while return and throw are placed at the end of a method
or constructor and have no successor, unless when throw raises an exception that is
caught inside the same method.

An exception handler starts with a catch bytecode. A virtual method call (i.e., the
typical object-oriented method call, where the method signature is identified at compile
time but its implementation is only resolved dynamically at runtime) or a selection of
an exception handler is translated into a block linked to many subsequent blocks. Each
of these subsequent blocks starts with a filtering bytecode, such as exception_is K for
exceptional handlers.

Bytecode instructions operate on variables, which encompass both stack elements
allocated in the operand stack (S = {sy,...}) and local variables allocated in the ar-
ray of local variables (L = {ly,...}). At any point of execution, we know the exact
length of both the array of local variables and the operand stack. Moreover, a standard
algorithm [Lindholm and Yellin 1999] infers their static types. These static types are
returned by the type environment map.
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public class List {
public Object head;
public List tail;

1
2
3
4
5 public List () {
6
7
8
9

head = tail = null;
}
¢ public List (Object head, List tail) {
10 this.head = head;
11 this. tail = tail;
12 }
13

14 public void main(String [| args) {

16 int n = Integer.valueOf(args[0]);

17

18 List list = new List ();

19 for (int i = 1; i <= n; i++) {

20 Object o = new Object ();

21 List tmp = new List (o, list.tail);
22 list .tail = tmp;

23 1

24 }

25}

Fig. 1. Our running example.

load 0 List
call java.lang.Object. (init)() : void

load 0 List

load 1 Object
putfield List.head: java.lang.Object
catch *

throw java.lang. Throwable
load 0 List
load 2 List

putfield List.tail: List

2

‘ return void

Fig. 2. Our representation of the code of the second constructor from Figure 1.

Definition 3.8 (Type Environment). Each program point is enriched with a type
environment t, that is, a map from all the variables available at that point (dom(z))
to their static types. We distinguish between local variables L = {l, ...} and stack
elements S = {sg, ...}, that is, dom(zr) = LU S.

Type environments specify the variables in scope at a given program point. Hence,
they do not provide static type information for the fields of the objects in memory. This
is because variables change number and type from a program point to another, while
the fields of the objects have fixed, static types specified by the definition of the class
where they are declared, as we will formalize in Definition 3.10.
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3.2. States

Our semantics keeps a state that maps program variables to values. An activation stack
of states models the method call mechanism, exactly as in the actual implementation
of the JVM [Lindholm and Yellin 1999].

Definition 3.9 (Values). The set of all possible values that our formalization sup-
ports is ZULU{null}, where for simplicity, we use Z instead of 32-bit two’s-complement
integers, as in the actual Java virtual machine (this choice is irrelevant in this article)
and where L is an infinite set of memory locations.

Objects are particular instances of classes. The way we represent them in this article
is explained by the following definition.

Definition 3.10 (Object Representation). Given an object o, its type is maintained
inside o in a special field o.type, and we say that o is an instance of o.type. Each object
o contains its internal environment o.¢ that maps every field «'.f:t e F(o.type) into its
value as provided in the object, denoted by (0.¢)(«’.f:t'). Hence, the domain of 0.¢ is
dom(o.¢) = F(o.type), and its range rng(o.¢) is the set of the values of the fields of o.

Arrays are instances of array types. The way we represent them in this article is
explained by the following definition.

Definition 3.11 (Array Representation). Given an array a, its type is maintained
inside « in a special field a.type, and we say that a is an instance of a.type. The
length of a is kept inside a special field a.length. Each array a contains an internal
environment a.¢ that maps each index 0 < i < a.length into the value (a.¢)(i) of the
element at that index. Hence, the domain of a.¢ is dom(a.¢p) = {0, ..., a.length — 1},
and its range rng(a.¢) is the set of the elements of a.

We want to analyze the possible states of the JVM at each point of the program under
analysis.

Definition 3.12 (State). A state o over a type environment t € 7 is a pair (I | s), u),
where | is an array of values, one for each local variable of dom(z), s is a stack of values,
one for each stack element in dom(z), which grows leftwards, and u is a memory that
binds locations to objects and arrays. The empty stack is denoted by ¢. We often use
another representation of states: (p, 1), where an environment p maps each I, € L to
its value I[£] and each s; € S to its value s[k]. The set of states is E. We write E; when
we want to fix the type environment .

We assume that variables hold values consistent with their static types, that is, that
states are well-typed.

Definition 3.13 (Consistent State). We say that a value v is consistent with a type t
in (p, n), and we denote it by v «~, , t if one of the following conditions holds.

—v € Zand t = int, or
—v=nullandte KUA, or
—vel,te KUA and pu(v).type <t.

We write v v, .y t to denote that v is not consistent with t in (p, ). In a state (p, )
over t, we require that p(v) is consistent with the type t(v) for any variable v € dom(t)
available at that point; that for every object o € rng(u) available in the memory and
every field «'.f: t' € F(o.type) available in that object, the value held in that field,
(0.¢)(k’.f: 1) is consistent with its static type t’; and that for every array a € rng(n)
available in the memory, such as a.type = t'[ ], the values in rng(a.¢) are consistent
with t'.
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Fig. 3. A JVM state o = (p, u).

The Java Virtual Machine (JVM), as well as our formalization, supports exceptions.
Therefore, we distinguish normal states E arising during the normal execution of a
piece of code, from exceptional states E arising just after a bytecode that throws an
exception. The operand stack of the states in E always has exactly one variable holding
alocation bound to the thrown exception object. When we denote a state by o, we do not
specify if it is normal or exceptional. If we want to stress that fact, we write (I || s), i)
for a normal state and (/I || s), u) for an exceptional state.

Definition 3.14 (Java Virtual Machine State). The set of Java virtual machine
states (from now on just states) in a type environment r € 7 is ¥, = E; U E,,, where
7’ is T with the operand stack containing only one variable (sy) whose static type is a
subclass of Throwable, that is, t/(sy) < Throwable.

Example 3.15. Let Student be a class containing one instance field age of type int.
Consider the following type environment.

T = [l — List; lp — int; 3 — Student; [y — List],

where List is the class defined in Figure 1. In Figure 3, we show a state o = (p, u) € Z,.
The environment p maps local variables Iy, ks, I3, and Iy to values ¢ € L, 2 € Z, {3 € L,
and ¢4 € L, respectively. The memory p maps locations ¢35 and ¢4 to objects o and oq4
of class List, and locations ¢; and ¢35 to the objects 0; and o3 of class Student. Objects
are represented as boxes with a class tag and an internal environment mapping fields
to values. For instance, fields head and tail of object o4 contain locations ¢3 and £,
respectively.

3.3. Semantics of Bytecode Instructions

The semantics of a bytecode instruction ins is a partial map ins : ¥, — ¥, from initial
to final states. The number and type of the local variables and of the variables on the
operand stack at each program point are statically known and specified by r [Lindholm
and Yellin 1999]. We assume that we are analyzing a type-checked program, so that,
for instance, field and method resolution always succeeds. In the following, we silently
assume that bytecode instructions are run in a program point with type environment
7 € T such that dom(z) = LU S, where L and S are local variables and stack elements,
and let i and j be the cardinalities of these sets. Moreover, we suppose that the seman-
tics is undefined for input states of wrong sizes or types, as is required in Lindholm
and Yellin [1999]. Figure 4 defines the semantics of bytecode instructions. We discuss
it next.

Load and Store Instructions. The load and store instructions transfer values between
the local variables and the operand stack of a state: load & t loads the local variable
whose static type is t onto the operand stack; store & t stores the topmost value of the
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const t = AL sy, ) (| ees),
load k t= AL ), 0y - KHINITE] =2 8), 1)
store k t = Atz sy, )y . Ik — t] || s), 1)
add= At =t sy (It + sy, 1)
sub= Aty sy, L =t sy, )
mul= A |t ts)y,u). ||| byt i SY, 1)
. () /by sy, ) ift; #0
div=" Kt b 8) ) { QIO ull s acly  otherwise
(| %ty :: sy, 1y if ) #0
rem = /l((l |t oty S),/J) . <<| I ;) /J[l[ — ael) othlerwise
inckz= AL sy, wy - Ik = I[E] + 2] || s), 1)
(] €z sy, ull - o]y if enough memory
new k= AL ), 1) - (|| €y, u[t = oome]y  otherwise
K u(r).g)(f) sy, if 7 #null
getfield k.f:t= AQUET =281 (1 &), ul€ > mpel)  otherwise
(I s), ulu(r).9)(f) = t])  if r # null
putﬁeld K.f:t = /l<<| | t:r:: S),/l) . <<| I &), /'l [€ npe]> otherwise
(€)1l = nasel) ifn <0
arraynew a = A sy, uy .S (6, ul€ = oome])  otherwise if not enough memory
QN € e sY, ull = al) otherwise
'} u(r).length :: s),uy  if r # null
arraylength a = AL 7oz s), ). 16y, ull > npel) otherwise
if r =null
arrayload @ = A ks 8y | &y, ul€ — obel)y otherwise if k£ < 0 or

arraystore « = A || v kr:

S), 1) -

I u(r)-)(k) =
(O, pll = npel)
(IO, pll > obe])

(IO, pll = ase])

S), 1)

k>u(r).length
otherwise
if » = null
otherwise if £ < 0 or
k>pu(r).length
otherwise if v € L and

u(v).typel[] £ u(r).type

«H S) IJ[(#(T) ¢)(k) — v]) otherwise

;
e
firEae
|
{ 6y, pl€ = npel)
!
<{
|

dup t= AL E sy, KIE 2 T s), )
. s if t € {0,null
ifeq t= AL 8) ) flil('l'eﬁlgg ift € 10,1}
ifne t = .. {sy,puy ift ¢ {0,null}
ifnet= AL =2 8) ) - undefined otherwise
return void = ATsy, 1)y - (T ey, )
returnt= Atz sy, u) . (| £y, 1),  where t # void
ey, if t # null
fhrow k= MU ShKY -3 QT Ey,ult > npel)  otherwise
carch = AN 8y, ) - I ), 0
ion i Lo, if t € L and u(t).type € K
exception_is K = AN ) ) - { 1<1<nd|f|:ﬁ;e':tzi> Ltherwisaen Hb-type

Fig. 4. The semantics of the bytecode instructions maps states to states. ¢ € L is a fresh loca-
tion, o, and a are, respectively, a new object of class x and a new array of type a. Exceptions ae,
oome, mpe, nase, obe and ase are, respectively, new instances of the following: ArithmeticException,
OutOfMemoryError, NullPointerException, NegativeArraySizeException, ArrayIndexOutOfBoundsExcep-
tion, and ArrayStoreException.
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operand stack, whose static type is ¢, into the local variable [;; const v loads an integer
constant or null onto the operand stack.

Arithmetic Instructions. The arithmetic bytecode instructions pop the topmost two
integer values from the operand stack, apply the corresponding arithmetic operation
on them, and push back the result on the operand stack. They are add (addition), sub
(subtraction), mul (multiplication), div (division), rem (remainder). There is also inc k z,
that increments the value of [, by z.

Object Creation and Manipulation Instructions. These bytecode instructions create
or access objects in memory: new « creates a new instance of class «; getfield «.f:t reads
a value from the field f belonging to the class « and whose static type is t; putfield «.f:t
writes a value into the field f belonging to the class ¥ and whose static type is t.

Array Creation and Manipulation Instructions. These bytecode instructions create
or access arrays: arraynew « creates a new array of type a whose length is the value
popped from the operand stack and puts a reference to this new array onto the top of
the operand stack arraylength o pops the topmost value from the operand stack, that
must have a type compatible with «, and pushes back onto the operand stack the length
of the corresponding array; arrayload « pops from the operand stack an integer value
k and a reference to an array of type o and puts back onto the operand stack its kth
element; arraystore « pops from the operand stack a value of type t, an integer &, and a
reference to an array of type a = t[ ] and writes the value into the kth element of the
array.

Operand Stack Management Instructions. The only operand stack management in-
struction supported by our formalization is dup t, that duplicates the topmost value of
the operand stack.

Control Transfer Instructions. In our formalization, conditional bytecodes are used
in complementary pairs (such as ifnet and ifeqt) at the beginning of the two conditional
branches. The semantics of a conditional bytecode is undefined when its condition is
false. For instance, ifeqt checks whether the top of the stack, of type t, is 0 when t = int,
or is null otherwise; the undefined case means that the JVM does not continue the
execution of that branch of code if the condition is false.

Exception Handling Instructions. An exception is thrown programmatically by us-
ing the throw « bytecode instruction. Exceptions can also be thrown by various other
bytecode instructions if they detect an abnormal condition. catch starts an exception
handler; it takes an exceptional state and transforms it into a normal one, subsequently
used by the handler. After catch, bytecode exception_is K can be used to select an ap-
propriate handler depending on the runtime class of the top of the stack: it filters those
states whose top of the stack is an instance of a class in K C K.

Method Calls and Return. When a callgr transfers control to a callee «.m(t) : t,
the JVM runs an operation makescope «.m(1):t that copies the topmost stack elements,
holding the actual arguments of the call, to local variables that correspond to the formal
parameters of the callee, and clears the stack. We only consider instance methods,
where this is a special argument held in local variable [y of the callee. More precisely,
the ith local variable of the callee is a copy of the (7 —1)—ith topmost element of the
operand stack of the caller.

Definition 3.16 (Makescope). Let x.m(1):t be a method and 7 the number of stack
elements holding its actual parameters, including the implicit parameter this. We
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ins is not a call, ins(o) is defined

; - b1 b .
(q msore ||a')::a:>( W |lins(o)) i a

rest — b m

ey

7 is the number of parameters of the target method, including this
o= || veoy et irec i S), ), rec #null
1 < i< n, o = (makescope m;)(0) is defined
f = first(m;), the block where the implementation starts
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call my...my, _)1 . AN _)] .
( ) e = (flleny (e [D0IATS), ) 5
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rest

7 is the number of parameters of the target method, including this
o=l veoy e ropinull sy, p)
¢ € L is fresh and npe is a new instance of Nul1lPointerException

b b
(At Do) s a = (e L0, uLE > npeD) : a
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“
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Fig. 5. The transition rules of our semantics.

define a function (makescope km@:t): T — X as
M| Vgog e i vp rec i s), w).(ree, vi, ..., veql || &), 1),

provided rec # null and the lookup of m(P):t from u(rec).type leads to k.m():t. We let it
be undefined otherwise.

Bytecode call k1.m .. .«k,.m calls, nondeterministically, one of the callees in the enu-
meration. These are possible targets of a virtual call, since a method call in Java
bytecode, which is an object-oriented language, can in general lead to many method
implementations. The overapproximation of the possible targets is not explicit in actual
Java bytecode, but we assume that it is provided in our simplified bytecode. In par-
ticular, that overapproximation can be computed by any class analysis [Palsberg and
Schwartzbach 1991]. The exact implementation of the method is later selected through
a makescope instruction, as we will show with Figure 5. Bytecode returnt terminates a
method and clears its operand stack, leaving only the returned value when ¢ # void.
This is later moved on top of the stack of the caller of the callee, as Figure 5 shows.

3.4. The Transition Rules

We now define the operational semantics of our language. It uses a stack of activation
records to model method and constructor calls.
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Definition 3.17 (Configuration). A configuration is a pair (b | o of a block b and a
state o representing the fact that the JVM is about to execute b in state 0. An activation
stack is a stack c; 1 ¢g i1 - -+ it ¢, of configurations, where c¢; is the active configuration.

The operational semantics of a Java bytecode program is a relation between activation
stacks. It models the transformation of the activation stack induced by the execution
of each single bytecode.

Definition 3.18 (Operational Semantics). The (small step) operational semantics of
a Java bytecode program P is a relation o’ = p ¢” (P is usually omitted) providing the
immediate successor activation stack a” of an activation stack o'. It is defined by the
rules in Figure 5.

Rule (1) runs the first instruction ins of a block, different from call, by using its se-
mantics ins given in Figure 4. Then it moves forward to run the remaining instructions.

Rules (2) and (3) are for method calls. If a call occurs on a null receiver, no actual call
happens, and Rule (3) creates a new state whose operand stack contains only a reference
to a NullPointerException. Instead, Rule (2) calls a method on a non-null receiver: the
call instructions are decorated with an over-approximation of the set of their possible
runtime target methods. The dynamic semantics of call implements the virtual method
resolution of object-oriented languages by looking for the implementation «;.m(t): t of
the callee, that is, executed through the dynamic lookup rules of the language, codified
inside the makescope function. The latter is only defined when that implementation is
selected at runtime; in that case, makescope yields the initial state o’ that the semantics
uses to create a new current configuration containing the first block of the selected
implementation and o’. It pops the actual arguments from the previous configuration
and the call from the instructions to be executed at return time. Although this rule
seems nondeterministic, only one thread of execution continues, since we assume that
the lookup rules are deterministic, as in Java bytecode.

Control returns to the caller by Rules (4) and (5). If the callee ends in a normal state,
Rule (4) rehabilitates the caller configuration but keeps the memory at the end of the
execution of the callee, and if s # ¢, it also pushes the return value on the operand
stack of the caller. If the callee ends in an exceptional state, Rule (5) propagates the
exception back to the caller.

Rule (6) applies when all instructions inside a block have been executed; it runs one of
its immediate successors, if any. In our formalization, this rule is always deterministic:
if a block has two or more immediate successors, then they start with mutually exclusive
conditional instructions and only one thread of control is actually followed.

In the notation =, we often specify the rule in Figure 5 used; for instance, we write
W for a derivation step through Rule (1).

4. REACHABILITY

In this section, we formalize the notion of reachability between two program variables.
In order to do that, we first determine the locations reachable from an arbitrary location
£. Intuitively, we collect all locations held in the fields of the object bound to ¢, or in
the elements of the array bound to £. We then consider the contents of the fields of the
objects or elements of the arrays held at these locations and so on until a fixpoint is
reached. Let us formalize this intuition.

Definition 4.1 (Locations Reachable from a Location). Given t € 7, we define the

set of locations reachable from a location ¢ € L in a memory p as L,(0)=J LL(Z), where
>0
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L2(11) = {62} T?(Object) = T(Object)
LL(l) =Lo(l1) = {f1, 62} = {Object, Student, List}
LI() =Lo(l2) =2 TY(Student) = {Object, Student}
LI(13) = Lo(I3) = {43} T'(Student) = T(Student)
L2(14) = {04} = {int, Object, Student}
LL(14) = {2, 05,04} TO(List) = {List, Object}
L2(14) = Lo (ls) = {€1, 02, 03,04} T (List) = {List, Object, Student}
T?(List) = T(List)
= {int, List, Object, Student}

Fig. 6. Example of computation of reachable locations and types.
LL(Z) are the locations reachable from ¢ in at most ¢ steps, defined as

_ L, ifi =0,
L) = Li-iou U (mg(ue).g)nL), ifi>0
ZléL}fl(Z)

Hence, if an object (an array) u(¢1) is bound to a location reachable from ¢, then also
rng(u(€1).¢) N L, that is, the locations held in w(£1)’s fields or elements, are reachable
from ¢. We say that a variable a reaches a location ¢ if a holds a location that reaches <.

Definition 4.2 (Locations Reachable from a Variable). Given t € 7, we define the
set of locations reachable from a variable a € dom(z) in a state o = {p, ) € X, as
Lo(a)=L,(p(a)) if p(a) € L and L,(a) =0 otherwise.

We say that a variable is reachable from another if the former is bound to a location
reachable from the latter.

Definition 4.3 (Reachability between Variables). Let t €7, 0= {(p, u) € X, and vari-
ables a, bedom(r). We say that b is reachable from a in o or, equivalently, that a reaches
b in o, denoted as a~+“b, if and only if p(b) € L,(a).

Remark 4.4. It is worth noting that two variables « and b share in a state o if and
only if L,(a) NL,(b) # @. As a consequence, if a reaches b or b reaches «a, then ¢ and
b share. However, it is possible that ¢ and b share and yet neither a reaches b nor b
reaches a. For that, it is enough that « and b are bound to overlapping data structures
such that none of them is included in the other. It follows that we cannot reconstruct a
sound nontrivial sharing analysis from the results of a reachability analysis.

Example 4.5. Consider the state o € X; from Example 3.15. On the left-hand side
of Figure 6 we give, for each variable /; € dom(z) and for every j > 0, the set of
reachable locations from /; in o in at most j steps until the fixpoint is reached. Therefore,
we conclude that Z1M->a ll, 11W” lg, l3~‘->(I 13, l4->a 11, l4w(’ lg, l4~‘->(’ lg, Z4WU l4.

Let us show a very important and useful result: if two states provide the same value
for variables ¢ and o' and for variables b and b/, and if the two memories provide the
same values for the locations reachable from a in the first state, then reachability from
a to b coincides with reachability from o’ to b'.

LEMMA 4.6. Lett,7/ €7,0 = {p,u) € X, and o' = (p', ') € Z,. Let a, b € dom(z)
and o', b’ € dom(t’) be such that the following hold.

(1) pla) = p'(a)).
@) pb) = p'(b).
(3) dom(u) € dom(w’).
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(4) for all £ € L,(p(a)), we have u(€) = u'(0).
Then a~°b if and only if a'~°'b'.

Proor. Since p(b) = p'(V), it is enough to prove that L,(a) = L, (d). In fact, if
L,(a) = Ly(a’), then p(b) € L,(a) if and only if p'(b') € L,(a’), that is, a~? b if and only
if /~7'b . If p(a) = p'(a)) € L, then L,(a) = Ly(a’) = ¢ (Definition 4.2), and the thesis
trivially holds. Assume that p(a) = p'(a/) € L. We prove that Lﬁ(p(a)) = LfL,(,o’(a’)) for
every i > 0, by induction on i.

Base Case. i = 0. We have L%(p(a)) = {p(a)} = {p'(a)} = Lg,(p’(a’)).
Induction Step. assume that : > 0 and Lf[l(,o(a)) = ijl(,o’(a’)). We have

LL(/O(a)) = Lf[l(,o(a)) U U (ng(u@).9)NL) [By Definition 4.1]
teLliz(p(a))
=L p@Nu U  (mg(u(0).¢)NL)  [By hypothesis]
tel! M (p'(a)
= L;Tl(p/(a)) ) U (ng(p'(0).¢)NL) [By points (3) and (4)]
teLli=(p'(a))

= L;,(,o’(a’))_ [By Definition 4.1] -
Note that Points (3) and (4) of Lemma 4.6 hold, in particular when © = u/, but the more
general form of the lemma is more useful.

We observe that in a programming language such as Java bytecode, an activation of

a method can only access locations reachable from its actual parameters or allocated
during its execution.* Hence we can safely state that the activation does not read
nor write into the locations £ already allocated at the time of call, but not reachable
from the actual parameters of the method. Those locations keep their value unchanged
during the execution of the activation of the method. For the same reason, no location
in £ is reachable from the return value of the activation of the method, if any. Moreover,
the locations in £ are not written inside the fields (respectively, array elements) of the
objects (respectively, arrays) reachable by the activation of the method. The following
proposition formalizes these intuitions. Although technical, it is important since it
bounds the side-effects of a method to the locations not in £. As a consequence, we
can be sure that the execution of a method will never affect the locations reachable
from variables that do not share with the actual parameters of the call. We will later
exploit this observation for the definition of the abstract semantics to provide a sound
approximation of the side-effects of the execution of a method and of the reachability
for its return value.

ProposiTiON 4.7. Let o = (|| s), u) = {p,u) and o’ = (I | s), n') = (o, u') be the
states right before two adjacent bytecode instructions ins = call m; ... m,, and ins’ #catch
are executed. Namely, o' is a nonexceptional state obtained at the end of execution of
a callee my, in o, for a w € [1..n], the topmost = stack elements of o (values s[|s| —
11, ...,sl|s| — #]), and the topmost operand stack element of ¢’ (value S'[|S'| — 1]) are
the parameters of the callee and its return value, respectively. We define L, the set of
locations not reachable from the actual parameters of the callee in o.

L, =domw~  |J Lol

Is|-r<i<|s|-1
4If we considered full Java bytecode, we would also include the locations reachable from the static fields.
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Then, the following conditions hold:

(1) YVt € Lo.u(8) = p/(0),
@) s'lls'| - 11 ¢ L,, and
(3) V£ e dom(u') \ L,.rng(u/(£).9) N Ly = 2.

Let us explain these three points in more detail.

(1) For each location ¢, not reachable from the actual arguments of the method at ins
(i.e., £ € L,), the object or array bound to ¢ at ins («(¢)) is the same bound to ¢ at
ins’ (u/(£)), that is, the execution of the method does not modify the values bound to
the locations in £, .

(2) The method’s return value s'[|s’| — 1] at ins’ is not a location in £,. That value might
actually be a location ¢ that did not exist at call time (i.e., at ins), when ¢ ¢ dom(u).
In this case, the location ¢ might have been allocated during the execution of the
activation of the method and would consequently be bound to a new object or array.

(3) Every location ¢ available at ins’ (i.e., at the end of the execution of the activation
of the method), that moreover does not belong to £, (i.e., £ is not reachable from
the actual arguments of the method at ins), is such that its content (an object or
array) is not modified during the execution of the activation of the method, that is,
its fields (if ©(¢) is an object) or elements (if u(¢) is an array) are left unchanged by
that execution.

We also introduce a static notion of reachability between types. The intuition is that
a type t reaches a type t' whenever a variable of static (declared) type t might reach,
in some state, another variable of static type t'. In this sense, as we will prove later
(Lemma 4.10) that this is a weaker, conservative approximation of the dynamic notion
of reachability of Definition 4.3: if there exists a state o where variable a reaches
variable b, then the static type of a must reach the static type of b, but the converse
does not hold in general.

Definition 4.8 (Reachability between Types). Let t € T. The set of types reachable
from tis T(t) = | T*(), where T'(t) are the types reachable from t in at most ¢ steps.

i=0
compatible(t), if i =0,
Tiw = {T1HuU |Jcompatiblet)u | J compatible(t), ifi > 0.
keT=1HNK t[ 1eTi-1(HNA
k' fit'eF(k)

We say that t' € T is reachable from t if and only if t' € T(t) and we write this as t~1'.

Example 4.9. Consider class List from Figure 1 and suppose that class Student
contains only one field, of type int, as stated in Example 3.15. Both List and, Student
are subclasses of Object. On the right of Figure 6, we report the types reachable
from these classes. For instance, List~~Student, Object~>Student, Student~~0bject,

Object~+Student, etc.

The following lemma shows a very important result. Namely, it illustrates the re-
lationship between variable and type reachability: if one variable is reachable from
another, then the static type of the former is reachable from the static type of the
latter.

LEmMA 4.10. Lett €7, 0 € ¥, and a, b € dom(z). If a~°b, then t(a)~1(b).
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Proor. By letting o = (p, u), from a~~?b and Definition 4.3, we have p(a), p(b) € L.
We prove that for every i > 0, the following property P(i) holds: for every ¢ € LZ(,o(a)),

there exists 0 < j < i such that u(¢).type € T/(z(a)). This entails our thesis. Namely,
since a~?b, there exists i > 0 such that p(b) € L, (p(a)) C L,(a), and P(i) ensures

that there also exists 0 < j < i such that u(p(b)).type € T/(z(a)) € T(z(a)), that
is, t(a)~u(p(b)).type. Since (Definition 3.12) u(p(b)).type < t(b), by Lemma A.6 in
Appendix A, we conclude that t(a)~t(b).

Let us now prove that, for every ¢ > 0, P(i) holds.

Base Case. i = 0. Since a~?b, we have p(a) € L, and therefore L(a) = {p(a)}. By

Definition 3.12, u(p(a)).type < t(a), that is, u(p(a)).type € compatible(z(a)) = T(z(a)).
Since j = 0 < 0 = 4, P(0) holds.

Inductive Step. Suppose that for every & < i, P(k) holds and consider a location
¢ € L (p(a)). By Definition 4.2 we have two cases.

—If¢ e Ll"jl( o(a)), then by the inductive hypothesis P(i — 1), we know that there exists
0 <j <i—1 < isuchthat u(¢).type € T?(z(a)). Hence P(i) holds.
—If ¢ ¢ Li; ' (p(a)), then £ € rng(u(¢').¢) N L for some ¢’ € L), '(o(a)). We distinguish the
following cases.
—If w(€).type € K, then there exists «’.f:t € F(u(¢').type) such that £ = (u(¢').¢)(«’.f:
t) and u(f).type < t'. Hence, u(f).type € compatible(t) € T/*1(z(a)).
—If u(€).type € A, then there exists «'.f:t' € F(u(¢').type) such that ¢ = (u(¢).¢)(«'.f:
t) and u(¢).type < t'. Hence, 11(£).type € compatible(t) € T/*+1(z(a)).
Since 0 < j + 1 < 4, in both cases, P(:) holds as well. O

Example 4.11. Since l4~°l3 (Example 4.5), by Lemma 4.10, we conclude that
t(lg)~1(l3). In fact, Example 4.9 shows that 7(ly) = List~»Student = 7(l3).

5. REACHABILITY ANALYSIS

In this section, we define an abstract interpretation Cousot and Cousot [1977, 1979]
of our concrete semantics of Section 3 with respect to the property of reachability
between variables (Definition 4.3). This will be an actual static analysis algorithm for
interprocedural, whole-program reachability analysis.

Our choice has been to start from the simplest possible domain for reachability
that coincides with the property of reachability between pairs of variables itself, and
build a framework where this property is propagated between program points until
stabilization. Propagation at a program point depends on the bytecode that occurs
there. In most cases, the propagation rules are straightforward, for instance, for those
bytecodes that only move values between stack elements or from stack elements to local
variables and vice versa. The complex scenarios are those related to field and array
accesses (reading or writing) and method calls. Field accesses perform an interaction
between the stack variables and the heap memory, which requires the reconstruction
of the reachability information after the operation by taking into account properties
of the heap memory, such as aliasing, sharing, or reachability itself. Method calls may
modify the variables of the caller by side-effect, and the exact sound reconstruction
of those side-effects requires, again, information on aliasing and sharing, as well as
the exploitation of the reachability information at the end of the callee, wherever it
does not reassign its formal arguments. For these reasons, those operations are the
actual kernel of our abstract interpretation. Their definition is consequently relatively

ACM Transactions on Programming Languages and Systems, Vol. 35, No. 4, Article 14, Publication date: December 2013.



14:20 D. Nikoli¢ and F. Spoto

complex. We provide six examples in this section that show how their propagation rules
work on a concrete example of analysis where a field is modified and a method is called.

5.1. Concrete and Abstract Domains

The concrete semantics works over concrete states (Definition 3.14) that our abstract
interpretation abstracts into sets of ordered pairs of variables.

Definition 5.1 (Concrete and Abstract Domain). Given a type environment t € 7,
we define the concrete domain over t as C, = (p(X,), C and the abstract domain over
7 as the powerset of the set of ordered pairs of variables A, = (p(dom(z) x dom(z)), C.
For every v, w € dom(t), we write v~ w for (v, w).

An abstract domain element R € A, represents those concrete states in X, whose
reachability information is conservatively overapproximated by the pairs of variables
in R. By requiring an overapproximation, we induce a possible reachability analysis.

Definition 5.2 (Concretization Map). For every type environment 7 € 7, we define
the concretization map v, : A, — C; as.

Y =AR.{o € X, | Va, b e dom(z).a~~°b = a~b € R}.

Both C, and A, are complete lattices. Moreover, the following lemma states that y;,
is co-additive, and therefore it is the concretization map of a Galois connection [Cousot
and Cousot 1977]. Its proof can be found in the Appendix. Thus, A, is actually an
abstract domain in the sense of abstract interpretation.

LEmMA 5.3. Let v € 7. The function y, is co-additive.

Lemma 4.10 allows us to refine the abstract domain by only considering pairs of
variables whose static types allow their reachability. A similar idea is used in Genaim
and Zanardini [2010], where, however, type reachability is used in the same definition
of the abstract domain but no formal proof of a relationship between variable and type
reachability is provided. We prefer to use this relationship in the abstract semantics
that we define in the next section in order to avoid the introduction of spurious pairs
of unreachable variables.

5.2. The Abstract Constraint Graph

Our analysis is constraint based in the sense that it builds an abstract constraint graph
from the program under analysis by creating a node of the graph for each bytecode
instruction b of the program. This node will be later decorated with an element of
A., where 7 is the static type information at the beginning of b. Arcs of this graph
propagate abstract domain elements, reflecting, in abstract terms, the effects of the
concrete semantics (Section 3) over the reachability information. In other words, an
arc from the node for the bytecode instruction 5; to that for the bytecode instruction
by propagates the reachability information at b; into that at bs. The exact meaning of
propagates depends here on by, since each bytecode instruction has different effects on
reachability.

In the following, we assume the presence of possible sharing and definite aliasing
approximations. Namely, we suppose that, at every program point, there exists a set
of (non-ordered) pairs of variables representing an overapproximation of the actual
sharing information at that program point, and a set of (non-ordered) pairs of variables
representing an underapproximation of the actual aliasing information at that point.
Pairs of variables that do not belong to the former set definitely do not share at that
point. Dually, pairs of variables that belong to the latter set are definitely aliased at
that point, but other variables might be aliased as well. These pieces of information
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can be computed statically, before our reachability analysis is performed, and our tool
Julia is able to provide them [Secci and Spoto 2005; Nikoli¢ and Spoto 2012b]. Our
analysis works correctly also when such information is not available: we can always
assume that at every program point, every variable might share with another, and no
variable is definitely aliased to another. This would induce a less precise, yet still sound
reachability analysis.

Definition 5.4 (ACG). Let P be the program under analysis (i.e., a control-flow
graph of basic blocks for each method or constructor). The abstract constraint graph
(ACGQG) of P is a directed graph (V, E (nodes, arcs) where the following hold.

—V contains a node for every bytecode instruction ins of P.

—V contains nodes | exit@m | and | exception@m | for each method or constructor m in P that
represent the normal and exceptional ends of m.

—F contains directed (multi-)arcs with one or two sources and always one sink.

—For every arc in F, there is a propagation rule that is, a function over A, from the
reachability information at its source(s) to the reachability information at its sink.

The arcs in F are built from P as follows. We assume that t and t’ are the static
type information at and immediately after the execution of a bytecode instruction ins,
respectively. Moreover, we assume that t contains j stack elements and i local variables.
In the following, we discuss different types of arcs.

Sequential Arcs. If ins is a bytecode instruction in P distinct from call, immediately
followed by a bytecode instruction ins’ distinct from catch, then an arc is built from

to , with one of the propagation rules #1—#11 in Figure 7, based on the bytecode
instruction ins itself.

Final Arcs. For each returnt and throw « occurring in a method or in a constructor m
of P, there are arcs from [retunt] to | exitem | and from [ throw « | to [ exception@m |, respectively,

with one of the propagation rules #12—#14 in Figure 7.

Exceptional Arcs. For each ins throwing an exception immediately followed by a
catch, an arc is built from to [catch |, with one of the propagation rules #15—#17 in
Figure 7.

Parameter Passing Arcs. For each ins. = call m; ... m; to a method with = param-
eters (including the implicit parameter this), we build an arc from to the node
corresponding to the first bytecode instruction of m,,, with the propagation rule #18 in
Figure 7, foreach 1 < w < k.

Return Value Arcs. For each ins, = call m;...m; to a method with = parameters
(including the implicit parameter this) returning a value of type t € K and each
subsequent bytecode instruction ins’ distinct from catch, we build a multi-arc from
and (two sources, in that order) to , with the propagation rule #19 defined

in Figure 8, for each 1 < w < k.
Side-Effects Arcs. For each ins, = call m;...m; to a method with = parameters

(including the implicit parameter this) and each subsequent bytecode instruction ins’,
we build a multi-arc from [ins, | and | exit@em, | (two sources, in that order) to , where

ins’ is not a catch, or from [ins, | and [ exception@m,, | (two sources, in that order) to | catch |, for

each 1 < w < k. Its propagation rule #20 is given in Figure 8, where max = j — 7 if ing’
is not a catch and max = 0 otherwise.
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\ ins | propagation rule
#1 load & t /lRRUR[]k/S7] U{lkw.s’7,.s’_7-wlk | I~ 1, € R}
#2 store k't AR{(a~b)[s;—1 /]| a~>bER A a, b # I}
#3 new AR.R U {sj~>s;}
41 getfield «./:t ARfa~wbeR | a, b.#: sj—1} U {5‘7,1«~>b€.R | t'\'\/)‘['(b)? U

{a~s;_ ) | T(a)wt # int A [a and s;_; might share at ins]}
) AR{a~beR | a,b ¢ {sj_1,8;2}} U
#5 tfield .f:t ' 'j
putfield «.f {a~sb | a,b ¢ {s;_1,52} AN avs; € RAsj_j~mbeR)

g #6 arraynew « ARfa~be Rl a,b# sj_1}U{sj_1wsj_;}

g arraylength o AR{a~be R a,b# s;_1}

m

2 s arrayload 1] | AR{a~be R|a,b¢ {_s]v_|, sjaljuU {sj_zM.»b € R| tw.r(b)}u

& {a~ssj | T(a)wt # int A [a and s;_, might share at ins]}

AR{a~be R|a,b ¢ {s;_1,8_2,8_3JU
#9 0 J J J
arraysiore a {favb|a,b ¢ {sj-1,8-2, 83} ANaws;_3 € RAs;_1~wbe R}
#10 dupt AR.RU R[s;_1/8;] U{sj_1~ 5,5~ 85_1 | 8-~ s;1 € R}
const v, ifnet, ifeqt,
#11| add, sub, mul, div, rem, inck z, ARf{a~wbeR | a,b € dom(r)}
catch, exception_is K

2 #12 return void AR{a~beR | a,b ¢ {s,...,s1}}

E #13 return t AR {(a~b)[sj-1/s0] | avbeR A a,b ¢ {sp,...,5j2})
#14 throw « AR {(a~b)[sj_1/50] | a~»beER A a, b¢{sp,...,5;2}} U{spwr s}
#15 throw « AR{(a~b)[s;_1/5] | a~»beER A a, b¢{so,...,s;2}} U{spwr s}

é AR.{G'\’"‘)[)ER I (l,be{SU,...,S],]}}U{SOWSO}

Z #16 call my ... my Ulaw sy | a €{ly,..., i1} ATt(a)»Throwable}

S U{spmwra | a € {ly, ..., li_1} A Throwable~s7(a)}

3} div, rem, new «,

= ) )

) geftfield «.f:t, putfield x.f:1,

#17 arraynew a, arraylength a. ARfa~be R|a,b ¢ {s,...,s-1}}U{sov so}
arrayload «, arraystore «
Sj—n/
g #18 call my ... my /IR.{(awb) s]il»./.lfl_ awbeR/\a,be{sj-n,...,sj_]}}

Fig. 7. Propagation rules of simple arcs.

Definition 5.4 deserves some explanation. It specifies how the ACG is built from the
program under analysis. For each bytecode instruction ins, there is a node [ins ] in the

graph that will be later decorated by an element of our abstract domain (Definition 5.1),
representing an overapproximation of the actual reachability information at that point.
The rules introduced in Definition 5.4 explain how this approximation is propagated
along the arcs of the ACG. In the following, we show an example illustrating the
construction of an ACG (Example 5.5), and then we explain in more detail the preceding
propagation rules defined.

Example 5.5. Figure 9 shows the ACG built for the constructor in Figure 2. It also
shows, in grey, three nodes of a caller of this constructor (nodes A, B and C correspond-
ing to line 21 in Figure 1) and two nodes of the callee of call java.lang.0Object.(init)():
void, to exemplify the arcs related to method call and return. Arcs are decorated with
the number of their associated propagation rule. Note that the graph for the whole
program includes other nodes and arcs. Figure 9 only shows those relevant for our
example.

In the following examples, we let 4, and j,, be the number of local and operand stack
variables at n, respectively, and 7, be the static type information available at n, for
each node n. We suppose that i4 = 5 and j4, = 4. Namely, there are five local variables
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AR ARy {8j_z~>8j_x | S9> 80 € R}
1. 7(a)»t A
Gssi_ € 2.3dj — m < p < j such that @ might share with s,
5#19U (dom( ,)\{7 D) % {551} atcall my...mp A
E T Sj-r Si=rd 13 if q is definitely aliased to s, at call m; ... my; and
& no store l,_j.r occurs in m,,, then l,_j~sp€ Ry
1. tv7'(b) A
U Sj_”"/v)b € 2. 3] —ﬂSp<] S.t.. SPWbERl A
{sj-x} X (dom(7")\{s;_}) | 3.if b is definitely aliased to s, at call m, ... m; and
no store [,_;., occurs in m,,, then sy, € Ry
/lR]./le.{aWb € R] | a, be { seees li—la 0 P Smax—l}}
1.a,b€fly,..., lic1, 80,5 Smax—1} A
2.7 (a)»7'(b) A
3. 3j—n<p, <j such that a might share with s,,, atcall m; ... my A
§#20 U<{awsb|4. Aj—n<py <j such that s,,~beR; A
E 5. if 3j-n< g, <j such that a is definitely aliased to s,, at call m, ... m; and
= if 3j—m<q, <j such that b is definitely aliased to s,, at call m; ... m; and
E no store [y, _j+r nor store ly, ;.. occurs in m;, then ly, _j ™1y, jir € R>
7]

Fig. 8. Propagation rules of multi-arcs.

in scope at line 21 (args is unused and for simplicity we do not consider that variable)
and four stack elements.

this [ new List S0
n ly | copy of new List &

list & copy of o S2
i I3 list.tail S3
o l4

We assume that previous static analyses provided a correct possible sharing informa-
tion at node A: share 4 ={(sg, s1), (I, $2), {l2, s3)} (only these non-ordered pairs of distinct
variables might possibly share) and a correct definite aliasing information at node A:
alias 4 ={(so, s1), {ls, s2)} (these non-ordered pairs of distinct variables must be aliased,
but also other pairs of variables might be aliased). Moreover, we suppose that our
reachability analysis performed until node A provided the following approximation of
the actual reachability information at that point:

lo~~lo, b= lg, lavoly, lp~ s, lav s, s~ Uy, 1)
A7 | 50~ 50, S0~ 51, S1~ 50, S1~ 51, S2~ 52, s3~s3 [
At the program point corresponding to node A, constructor con = List.(init)

(Object, List):void is invoked. The receiver of con, s1, is definitely aliased to sy, while its
first actual argument ss is definitely aliased to Iy (since (sp, s1, (l1, s2 € alias ). Since con
creates a new object of class List and instantiates its fields head and tail to the values
held in con’s actual arguments sy and s3, it is clear that, at the end of the constructor,
so (aliased to the newly created object) reaches I, (aliased to the variable whose value
is written inside the field head of the newly created object), and we expect our reacha-
bility analysis to include the pair sy~~I; in the approximation at node B. This will be

confirmed in the following examples.
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NODE C NODE A NODE B
call List. (init) (Object, List) : void store 5 List

420 NODE 1
load 0 List

iy

NODE 2
call java.lang.Object.{init)() : void| |

NODE 10
exit@(init)

NODE 13

exception@(init)

£
NODE 4
£20 16 load 1 Object

i1

NODE 5
14 { putfield List.head: Object ‘
117 i
v NODE 6
NODE 11 load 0 List
catch i1

711 NODE 7
NODE 12 417 load 2 List

throw java.lang. Throwable £l

x
=
N

NODE 8
putfield List.tail: List
15

NODE 9
return void

Fig. 9. The ACG for the method (init) in Figure 2.

Let us now explain, in more detail, the propagation rules given in Definition 5.4. They
simulate the behavior of the concrete semantics of the bytecode instructions given in
Figure 4.

The sequential arcs link an instruction to its immediate successors. We suppose that
the approximation available before a bytecode instruction is executed is R, and we
discuss how it is propagated by the propagation rules of the sequential arcs.

—load k t. A new variable (s;) is pushed onto the operand stack, and its value is equal
to that of [;. Therefore, we propagate R by keeping all the reachability pairs already
present in R and by using the fact that everything that might reach (or might be
reachable from) [, in R, might also reach (or might be reachable from) s; in the final
approximation (hence R[l;/s;]). Moreover, [, and s; contain the same value, and if [,
might reach itself in R (by Definition 4.3 this can only happen if 7(l;) # int), then
also s; might reach itself in R’s propagation.

—store k t. The topmost variable is popped from the operand stack (s;_1), and its value
is assigned to ;. Therefore, all the reachability pairs involving /; in the initial ap-
proximation R should be removed from the final one. Moreover, everything except I
that might reach (or might be reachable from) s;_; in R, might also reach (or might
be reachable from) /; in the final approximation (i.e., (a~b)[s;_1/l;], where a~~b € R
and a, b # ).

—new k. A new object is created, bound to a location that is pushed onto the operand
stack, as s;. Therefore, the initial approximation R is kept, and since objects are not
of primitive type, that is, since 7(s;) # int, we should also add the pair s;~-s;, since
the newly created object reaches itself. But it does not reach and is not reachable
from anything else, since its fields are initialized to default values that are never
locations and since it is held in a fresh location.
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—agetfield «.f: 1. The location on top of the operand stack, s;_1, is replaced by the value
of its field f. Hence any reachability pair in the initial approximation R that does
not involve s;_; should be present in the final approximation as well. Additionally,
we consider all those variables b that might be reachable from field f (i.e., such that
sj—1~b) and all those variables « that might reach field f (i.e., such that a~~s;_1) in

the final approximation. In the former case, we observe that if the field reaches b,
then also its containing object (i.e., the old top of the operand stack) reaches b in the
initial approximation: s;_1~»b € R. In order to improve the precision, we consider

only those pairs of variables that satisfy the type reachability requirement: t~z(b).

In the latter case, we rely on a pessimistic (but conservative) assumption: every
variable ¢ might reach the field in the final approximation, as long as the static type
of a reaches the type of the field that must be a reference type: t(a)~t # int. We

improve this rule by restricting the preceding condition to only those variables a that
might also share with the receiver s;_;: if a and the receiver s;_; do not share, then
a does not reach any field of s;,_;. We observe that we do need sharing here and we
cannot use the available reachability in R instead: if a does not reach the receiver
sj-1, it is well possible that a« might reach one of its fields.

—putfield «.f : t. The value on top of the operand stack, s;_1, is stored in the field f
of the object bound to the location below the top, s;_2, and both s;_; and s;_o are
popped from the operand stack. Hence, the corresponding propagation rule keeps a
reachability pair available in R if it does not involve s;_; nor s;_s. Some additional
pairs are added to the final approximation though: a variable ¢ might reach, there,
a variable b if a reaches the receiver s;_s (a~~s;_2) in R, and the value s;_; reaches b
(Sj_lw b) in R.

—arraynew «. The topmost operand stack element contains an integer length, replaced
by a fresh location bound to the newly created array. The propagation is similar to
that for new «.

—arraylength «. The topmost operand stack element contains a reference to an array,
replaced by its integer length, that is hence not reachable from anything and cannot
reach anything.

—arrayload «. The kth element of the array, where £ is on top of the operand stack
and the array is at the location in the second topmost operand stack element s;_s, is
written on top of the stack, and both s;_; and s;_, are popped away. The propagation
rule is similar to that for getfield «.f:t and uses sharing analysis for the same reason.
As for getfield «.f: t, we cannot replace sharing information with the reachability
information available at the beginning of the bytecode.

—arraystore «. The value held on top of the stack at s;_; is stored in the kth element of
the array, where £ is an integer held at s;_», and the array is bound to the location at
s;j_3. These three elements are popped away. The propagation rule is similar to that
for putfield «.f:t.

—dup t. A copy of s;_1 is pushed as s;. Hence s; and s;_; become aliases, and every
variable that might reach (or might be reachable from) s;_; in R, might also reach (or
might be reachable from) s; in the final approximation (hence R[s;_1/s;]). Moreover,
if s;_1 reaches itself in R then, in the final approximation, it should also reach s;,
and vice versa.

—otherwise. Bytecode instructions constv, add, sub, mul, div, rem, inckx deal with val-
ues of primitive type (or with null) and therefore do not introduce nor remove reach-
ability, as it follows from Definition 4.3. On the other hand, catch and exception_is K
do not modify the initial state, and therefore do not change the reachability infor-
mation; ifnet and ifeqt just pop the topmost operand stack element, and therefore do
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Fig. 10. Construction of IT(R5).

not modify the reachability information with respect to other variables. In all these
cases, we keep the reachability pairs available in R if they only refer to variables
that survive to the execution of the instruction.

Example 5.6. Consider nodes 4, 5, and 6 in Figure 9 and suppose that the reacha-
bility approximation at node 4 is

Ry = {lo~lo, hi~~1y, o~ g, b~ s0, S0~ lo, S0~ S0}
We have three local variables at those program points, one stack element at node 4,
and two at node 5.

this Iy | copy of this s
head I; | copy of head s
tail b

That is, i4=1i5=3, j4=1, and j5 =2. Nodes 4 and 5 are linked through a sequential arc
with propagation rule #1, while nodes 5 and 6 are linked through a sequential arc with
propagation rule #5. By Definition 5.4,
M(Ry) = R4 U Rylly/s1] U {ly~>s1, 51~ 11}
= {lo~lo, h~~ 11, o~ 1o, lo~ 50, S0~ o, S0~ S0, L1~ 81, s1~2 1, s1~ 51}

added pairs
Let now R5 = I1(Ry). According to Definition 5.4 (rule #5), we have

M(R5) = {a~be Rs5|a,b¢{s,s1}}U{a~b]|a,b¢({so,s1}Aars € RsAs1~be Rs}
= {lp~1ly, h~1h, b~ 1lp, g~ 11}

We illustrate the application of rule #5 on the set R5 in Figure 10. Namely, the fact that
lo~so and s;~~1; are in R means that ly might reach sy (the receiver of the putfield) and

that s; (the value written in a field of sp) might reach /;. Hence IT(R5) contains Iy~ 1.

Moreover, we remove from Rj all pairs containing sy and s;, since putfield pops these
variables from the operand stack.

The final arcs feed nodes | exitem | and | exception@m | for each method or constructor m.

The former (respectively latter) contains the reachability information present in a state
at a nonexceptional (respectively exceptional) end of m. Hence, is the sink of the
arcs starting from the bytecode instructions returnt in m. The propagation rules state
that the operand stack is emptied at the end of execution of a void method m (rule #12)
or only one element survives, the returned value (rule #13). Similarly, is
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the sink of the bytecode instructions throw « with no exception handler in m (i.e., not
followed by a catch inside m). Rule #14 states that all elements of the operand stack,
except the topmost one, s;_1, disappear. The latter is renamed into the exception object
so and is always non-null (thus sy~ sy). We observe that only instructions throw « are
allowed to throw an exception to the caller since, in our representation of the code as
basic blocks, all other instructions that might throw an exception are always linked to
an exception handler, possibly minimal (as the two putfield’s in Figure 2).

Example 5.7. Consider nodes 9 and 10 in Figure 9. The local variables in scope
there are the same as in Example 5.6, and there is no stack element there. Suppose
that the reachability approximation at node 9 is Ry = {lp~ly, lo~11, lo~1la, 1~ 11, o~ lo}.
Nodes 9 and 10 are linked through a final arc with propagation rule #12. By
Definition 5.4, T1(Ry) contains all pairs in Ry that do not refer to an operand stack
variable. Since, as we said, jo = 0, we conclude that TT(Rg) = {a~~be Rg | a, b ¢ @} =

{lo~lo, lo~~ 1y, b lp, iy, b b}

The exceptional arcs link every instruction that might throw an exception to the
catch at the beginning of its exception handler(s). Rules #14 and #15 are identical,
but the latter is applied for a throw k¥ with a successor: the beginning of an exception
handler inside its same method. Rule #16 states a pessimistic assumption about the
exceptional states after a method call: the reachability pairs before the call can survive
as long as they do not deal with the operand stack elements. The thrown object sy is
non-null (thus, sy~ sg) and conservatively assumed to reach and be reached from every
local variable a, as long as the static types allow it. We recall that in Java, Throwable
is the superclass of all exceptions. Rule #17 deals with all other bytecode instructions
that might throw an exception (div, rem, new, getfield, putfield, arraynew, arraylength,
arrayload, arraystore): it states that in that case, the operand stack is cleared but the
reachability among local variables remains unaffected.

Example 5.8. Consider nodes 5 and 11 in Figure 9. In Example 5.6, we concluded
that R5 = {l()wl(), llwll, lzwlg, ZOWS(), llwsl, Sowlo, 81M->l1, S0~ S0, 81M->81}. Nodes 5 and
11 are linked through an exceptional arc with propagation rule #17. By Definition 5.4,
[1(R5) contains the pairs from Rj that do not refer to an operand stack element, and the
pair so~ sg, where sy holds the thrown exception and is the only operand stack variable

available at node 11. Namely, I1(R5) = {lp~ly, 1~ 11, b~ 1p, so~ sp}, that is, we removed

all pairs that contain an operand stack element different from sy, since these elements
are not available anymore.

We come now to the arcs that deal with method call and return. The parameter
passing arcs link every node corresponding to a method call to that corresponding to the
first bytecode instruction of the method(s) m,, that might be called there. Propagation
rule #18 simply states that the actual parameters of m,,, held in the operand stack
variables s;_,, ..., s;_1, are renamed into its formal parameters, that is, into the local
variables Iy, ..., [,_1. No other variables exist at the beginning of m,,.

Example 5.9. Consider nodes A and 1 in Figure 9. In Example 5.5, we assumed that

| bl el I3 I, i s3, 37 s, 20 0,
A7 150~ 50, S0~ 81, 81~ S0, 51~ 81, S9~ 82, s3> s3 [

Nodes A and 1 are linked through a parameter passing arc with propagation rule #18.
We have j4 =4 and 7 =3 (stack elements s;, so, and s3 hold the actual parameters of a
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call to this constructor). By Definition 5.4,

s1/lo
H(RA) = {(awb) [52251:|

There is a return value multi-arc for each target m,, of a call. Rule #19 uses R;
and Ry, approximations at the node corresponding to the call and at node [exit@m, |,

respectively. It creates the reachability pairs related to the returned value that, after
the call, becomes the topmost operand stack element s;_,. Namely, s;_, reaches itself
after the call if sy, its corresponding variable at the end of the callee m,,, reaches itself.
But the complex part of this rule deals with the other variables of the caller, since
it must be determined whether they reach the return value or can be reached from
it. Here, we exploited the observation that a variable of the caller might reach or be
reached from the return value only if it shares with an actual parameter of the call. We
do need sharing here, since it is well possible that this variable does not reach and is
not reachable from any of the actual parameters of the call but yet shares with one of
them and is consequently made to reach (or be reachable from) the return value of the
call. Moreover, in the frequent case when it is actually aliased to an actual parameter
of the call, we exploited the possibility of checking the reachability of the corresponding
formal parameter of the callee (to and from the returned value), provided that it is not
reassigned inside the callee. Namely, an arbitrary variable a available after the call
and different from s;_, (a € dom(z’) \ {s;_}) might reach s;_, at that point (a~-s;_1) if
the following conditions hold.

(1) The static types allow it (t/(a)~1).

(2) o might share with at least one actual parameter s, of the call at call time.

(3) Moreover, if « is definitely aliased to an actual parameter s, whose corresponding
formal parameter /,_;,, is never reassigned inside the callee m,, (i.e., there is no
store [,_; 4 in m,,), then it must also be the case that I,_; . reaches sy (holding the
returned value) at the end of m,, (I, 4z~+s € Ra).

a~be Ry and a, b € {s1, s, 83}} = {lo~1lo, h~~l1, b~ Db}

Similarly, an arbitrary variable b available after the call and different from the returned
value s;_, (b € dom(z’) \ {s;_,}) might be reachable from s;_, at that point (s;_1~+b) if
the following conditions hold.

(1) The static types allow it (t~~>1/(b)).
(2) bmight be reachable from at least one actual parameter s, at call time (s,~b € Ry).

(3) Moreover, if b is definitely aliased to an actual parameter s, whose corresponding
formal parameter /,_;,, is never reassigned inside the callee m,, (i.e., there is no
store [,_; ;- in m,,), then it must also be the case that sy (holding the returned value)
reaches I,_; 1, at the end of m,, (so~1,_j1r € Ro).

The side-effects multi-arcs enlarge the reachability information at call time with
additional pairs of variables whose reachability is introduced by the callee because of
side-effects. These arcs do not consider the returned value of the method. We suppose
that the topmost relevant operand stack element is sy,x. The complexity of these rules
follows from the fact that we wanted a relatively precise, yet sound, approximation
and, for that reason, we exploited the property that only variables that share with an
actual parameter might be affected by the callee. Again, we do need sharing here, since
it is well possible that those variables do not reach and are not reachable from any of
the actual parameters of the call but yet share with one of them and are consequently
affected by side-effects during the execution of the call. Moreover, we exploited the
fact that the variables of the caller are often aliased to some actual parameter, in
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which case we can exploit the reachability information for the corresponding formal
parameter inside the callee, for better precision. However, we must be sure that that
formal parameter is not reassigned inside the callee. Namely, rule #20 adds a new pair
a~b of arbitrary variables if the following conditions hold.

(1) If a and b exist after the call (a, b € {l, ..., L_1, S0, - - - » Smax_1})-

(2) The static types allow it (z/(a)~1'(b)).

(3) a might share with at least one actual parameter s,, at call time.

(4) b might be reachable from at least one actual parameter s, of at call time
(Spbw be Ry).

(56) If a and b are definitely aliased to two actual parameters s,, and s,,, whose corre-
sponding formal parameters /,,_;., and I, _;;. are not reassigned inside m,, (i.e.,
there is no store /,,_;+, and no store [;,_;,, in m,,), then l,,_;,, might reach I, _;
at the end of m,, (lg, —j4x~lg,—j+n € R2).

Example 5.10. Consider nodes 4 and 10 in Figure 9. In Example 5.5, we assumed
that a reachability approximation at node 4 is known (Eq. (1)). Let R1yp = I1(Rg), where
[T(Rg) = {lo~1ly, lo~~11, lo~ 1, i~ 11, o~ 1L}, as computed in Example 5.7. Consider the
side-effect arc linking nodes A and 10 to node B. Let us illustrate the application of
the propagation rule #20 on R4 and Rjp in the presence of the sharing and aliasing
approximations share and alias from Example 5.5. First of all, we note that con has
7 = 3 actual parameters: the implicit parameter this and two parameters of type
Object and List, respectively. Since con has no return value, by Definition 3.18, we
obtain i3 =5 and jz =1, and for each variable v € dom(zg) = {ly, 1, ls, I, l4, 5o}, we have
5(v) = t4(v). By Definition 5.4, R4 and R;¢ are propagated by rule #20 as follows.

1. a, b e dom(tg) A

2. tB(a)er(b) A

3.31 < p, < 3.{a, sp,) € Sharey A

{a~beR4 | a,bedom(zp)}Uq a~b| 4. 31 < pp < 3.5p,~b e Ry A

5.1f 31 < ¢4, qp < 3.(a, s¢,), (b, 54,) € aliasy
and no store [;,_; nor store I, _; occurs in con,
then lqaflwlqbfl € RlO

The left-hand side set {a~~be R4 | a, bedom(zg)} extracts from R4 the pairs composed

of only the variables available in dom(zg). Hence, the following pairs are added to
Rp: ly~ly, lo~~ 1o, Iy~ g, and sp~ s9. The right-hand side set enlarges Rp by adding new
reachability pairs, as specified by the five conditions of rule #20. Conditions 1 and 2 add
all possible ordered pairs of variables available in dom(zz) such that the static type of
the first variable reaches the static type of the second one and gives rise to the following
pairs: {ly, I, so} x {lo, lo, lg, 89} U {lg~~14}. Conditions 3 and 4 improve the precision of this
approximation. Namely, condition 3 allows as first element of a pair only those variables
that might share with an actual parameter of con at A, and only l, Iy, and sy satisfy this
condition according to share 4. On the other hand, condition 4 allows as second element
of a pair only those variables that might be reachable from an actual parameter of con
at A, and only Iy, and sg satisfy this requirement (sa~ 1y, 51~ 59 € R4). Therefore, these
two conditions restrict the former approximation to {l, so} x {ls, so} U {l4~14}. Condition

5 adds no further improvement. Therefore, rule #20 adds to Rp, the overapproximation
of the actual reachability information at node B, the following pairs of variables.

Rp = {lo~ly, b~1lp, ly~ 1y, So~= 50, oy, lo~= 50, 5o~ 1) (2)

added pairs
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We note that, as we hinted at the end of Example 5.5, our reachability analysis actually
provides the pair sy~ in the approximation at node B.

Example 5.11. Propagation rules #4, #19, and #20 use possible sharing and defi-
nite aliasing information between program variables. As we mentioned previously, if
these approximations are missing, one can always soundly assume that every pair of
variables might share (share’, = {(a, b) | a, b € dom(zp)}) and that we do not know if
they are definitely aliased (alias’, = @), although this reduces the precision of the prop-
agation. In fact, if we apply rule #20 in a context with share’, and alias’, (i.e., without
possible sharing and definite aliasing approximations), conditions 1-4 give rise to the
following pairs: {lp, Iz, so} % {l4, S0} U {l4~14}, and condition 5 would not remove any pair.
In this case, the propagated reachability information becomes

{lo~~ 1o, o~ 1o, Iy~ g, So~ 80, lo~= Iy, I~ Iy, I~ 80, S0~ s},

added pairs
which is less precise than Eq. (2).

In our experiments (Section 6), the reachability analysis is performed inside the
nullness and termination tools of Julia that already perform definite aliasing [Nikolié
and Spoto 2012b] and possible sharing [Secci and Spoto 2005] analyses.

Once an ACG is built from the program, we can consider its solution.

Definition 5.12 (Reachability Analysis). A solution of an ACG is an assignment of
an element S, € A; to each node n of the ACG, where t is the type environment
associated to n such that the approximation for the initial node first(main) of the main
method is Sgrstmain) = {lo~>l, i~ 11} and such that the propagation rules of the arcs

are satisfied, that is, for every arc from nodes n;...n;° to n’ with propagation rule
ARi, ..., AR, TI(Ry, ..., Ry), the condition T1(S,,, ..., Sy,) € S, holds. The reachability
analysis of the program is the least solution of its ACG with respect to set inclusion.
The result of our reachability analysis at a bytecode instruction of the program ins is
5 ins |

The condition on the initial node of main states that at the beginning of main, variable
this, held in local variable 0, might reach itself and variable args, held in local variable
1, might reach itself.® We observe that a minimal solution exists, since all propagation
rules are monotonic with respect to set-inclusion (Definition 5.4). It can hence be com-
puted by starting from the empty approximation for every node and then propagating
this approximation along the arcs, until stabilization.

Example 5.13. In Figure 11, we give the minimal solution of the abstract constraint
graph from Example 5.5, in the hypotheses of that example. Consider, for example,
node 11. By Definition 5.12 it should satisfy the following constraints.

Sll 2 H#20(52,Sexception)
Si1 2 TT#16(Sy)
Si1 2 T*7(S5)
S 2 T*7(Sg),

5 According to Definition 5.4, either k = 1 or k = 2.
6In Java, main is static and has consequently no this variable. In that case, the initial reachability would
only state that the args parameter might reach itself.
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NODE n SOLUTION (REACHABILITY APPROXIMATION AT S,,)
A {lo~oly, hvoly, ivoly, hvo sy, v 53, 59l S99 S0, Sgv2 81, 8180, SIVS1, $3WS), 3283}
1 {lo~ly, li~voly, bbb}
2 {ly~ly, vy, b, [y s, so by, Somr S0}
3 {lo~ly, livoly, bbb}
4 {lo~lo, vl v b, s sp, S92 lp, sov>sp)
5 {ly~ly, vl b, [y s, [ sp, Sowly, spv 1, spw 8, S1vw 81}
6 {lo~lo, lo~voly, il vl
7 {lo~ly, lovoly, vl v b, v so, sovaly, sl so~r80}
8 {lo~lo, lo~voly, vl hvoly, by so, b sy, sovly, sy, spvoly, s9v 80, S 51}
O g, o, lrwob, lwols, b}
11
12 {lo~lo, lo~voly, v, by, sowrsp)
13
O ool ool bwosy, bl Lol syl so7050)

Fig. 11. The solution of our abstract constraint graph.

where 11716, [T¥17 and I1#2° are instances of the propagation rules #16, #17, and #20 of
Definition 5.4. Since there is no other arc entering node 11, we conclude that a least
solution must be such that Si; = IT*2%(Sy, Sexception) U TT#16(.S) U TT#17(.55) U TT#17(S).

5.3. Soundness

In this section, we show the soundness of our analysis. We first enunciate several
lemmas stating that the propagation rules corresponding to each type of arcs of our
ACG are sound (Lemmas 5.14— 5.20). These lemmas are proven in Appendix B. Then,
the main soundness result is shown in Theorem 5.21.

Lemma 5.14 states that the sequential arcs propagate only the nonexceptional con-
crete states in the concretization of a correct approximation of the property of interest
before a bytecode instruction is executed. This holds because sequential arcs link a byte-
code with its normally subsequently executed bytecode, when no exception is thrown,
and their semantics must hence be consistent with that situation.

Lemma 5.14. The propagation rules for the sequential arcs of Definition 5.4 are
sound. That is, consider a sequential arc from a bytecode ins and its propagation rule
I1. Assume that ins has static type information 1 at its beginning and t’ immediately
after its nonexceptional execution. Then, for every R € A,, we have

ins(y:(R) N Ey € yo(TI(R)).
(We recall that ins is the semantics of ins, see Figure 4.)

The propagation rules of the final arcs soundly approximate the concrete behavior of
a final bytecode instruction (return t, return void, throw «) of a method or a constructor.
We can similarly prove soundness for the propagation rules of the exceptional arcs that
simulate the exceptional executions of the bytecode instructions that might throw an
exception. Lemmas 5.15 and 5.16 formalize these facts.

Lemma 5.15. The propagation rules for the final arcs of Definition 5.4 are sound.
That is, consider a final arc from ins and its propagation rule T1. Assume that ins has
static type information t at its beginning and t' immediately after its execution (its
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Fig. 12. Arcs going into the node corresponding to ins,.

nonexceptional execution if ins is a return, its exceptional execution if ins is a throw k).
Then, for every R € A,, we have

(We recall that ins is the semantics of ins, see Figure 4.)

LEmMA 5.16. The propagation rules for the exceptional arcs of Definition 5.4 not
leaving a call are sound. That is, consider an exceptional arc from a bytecode ins distinct
from call and its propagation rule T1. Assume that ins has static type information t at
its beginning and 1’ after its exceptional execution. Then, for every R € A., we have

ins(y,(R) N E., C y.(TI(R)).

s C
(We recall that ins is the semantics of ins, see Figure 4.)

Similarly, Lemma 5.17 shows that the propagation rules of the parameter passing
arcs are sound. Namely, they soundly approximate the behavior of the makescope
function.

LeEmmA 5.17. The propagation rules for the parameter passing arcs of Definition 5.4
are sound. That is, consider a parameter passing arc from a call m;y ... m, to the first
bytecode of m.,, for some w € [1..k], and its propagation rule I1. Assume that call my ... m,
has static type information t at its beginning and that t' is the static type information
at the beginning of m,,. Then, for every R € A,, we have

(makescope m, )y, (R)) C y.(T1(R)).

The following lemmas deal with the return from a method call. Namely, in the case of
anon-void method, the propagation rule of the return value arc expands the reachability
approximation immediately after a call to that method with those reachability pairs
related to the returned value. A method execution might also have side-effects on
the memory, and this is captured by the propagation rule of the side-effects arcs.
The reachability approximation after the call to the method is, therefore, determined
as the union of the propagations of a return value arc (for non-void methods) and a
side-effects arc (Figure 12), which is proved sound (Lemmas 5.18 and 5.19).

LemMA 5.18. The propagation rules for the return value arcs and side-effect arcs are
sound at a non-void method return. Namely, let w € [1..n] and consider a return value

and a side-effect arc from nodes C = and E = to a node Q =

and their propagation rules T1"19, and T1*20, respectively. We depict this situation in
Figure 12. Let ., t, and t. be the static type information at C, Q and E, respectively,
and let d be the denotation of m., , that is, a partial function from a state at its beginning
to the corresponding state at its end. Then, for every R, € A, and R, € A,,, we have

d((makescope m, )y, (R.) N E;, € y,, (MR, R.) U T (R,, R.)).

LemMA 5.19. The propagation rule for the side-effects arcs is sound for void methods.

Namely, let w € [1..n] and consider a side-effect arc from nodes C = and

E=— to a node Q = and its propagation rule T1*?°. Let t., t,, and t. be the
static type information at C, Q, and E, respectively, and let d be the denotation of m,,,
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Fig. 13. Arcs going into the node corresponding to catch.

that is, a partial function from a state at its beginning to the corresponding state at its
end. Then, for every R. € A;, and R, € A,,, we have

d((makescope m,)(y:,(R)) N E:, S yo, (TR, R.)).

The following lemma deals with the the executions of a method that end up in an
exception being thrown. Namely, the approximation of the reachability information at
the catch that runs from the exceptional states must consider the possible side-effects
on the initial memory due to the execution of the method. This is the task of the
propagation rules of the side-effects arcs. On the other hand, that approximation must
also consider the case when the method is invoked on null. As in the previous case,
the approximated reachability information must hence be consistent with both these
situations and Lemma 5.20 shows it correct.

Lemma 5.20. The propagation rules for the exceptional arcs of the call and side-effects
arcs are sound when a method call throws an exception. Namely, given nodes Q =

C =[calm...m, |, and E = for a suitable w € [1..n], consider an exceptional

arc from C to Q and a side-effect arc from C and E to Q, with their propagation rules
[1#16 and 11#2°, respectively. We depict this situation in Figure 13. Let 7., 74, and t. be
the static type information at C, Q, and E, respectively, and let d be the denotation of
mw, that is, a partial function from a state at its beginning to the corresponding state at
its end. Then, for every R, € A;, and R, € A,,, we have

d((makescope my, )y, (R.)) N g, S y,q(H#IG(RC) U m*2°(R., R.)).

Finally, Theorem 5.21 shows that our reachability analysis is sound, that is, at each
program point, the set of reachability pairs computed by our analysis overapproximates
the actual reachability information at that point. We give only a sketch of the proof.
More details are in Appendix B.

ins >

TaEOREM 5.21 (SOUNDNESS). Let (bgrgumain | &) =" ( o s,

| o) i a be the exe-

'm

cution of our operational semantics, from the block bg.gmqin) Starting with the first
bytecode instruction of method main, inSg, and an initial state & € ¥, (containing no
reachability except this that reaches itself and the args parameter that reaches itself),
to a bytecode instruction ins and assume that this execution leads to a state o € X,
where 1y and t are the static type information at insy and ins, respectively. Moreover,
let A € A, be the reachability approximation at ins, as computed by our reachability
analysis. Then, o € y.(A) holds.

Proor. The blocks in the configurations of an activation stack, except the topmost,
cannot be empty and without successor. This is because the configurations are only
stacked by rule (2) of Figure 5, and, if rest is empty there, then m > 1, otherwise the
code ends with a call bytecode with no return, which is illegal in Java bytecode [Lindholm
and Yellin 1999].

We proceed by induction on the length n of the execution (bs.q(main Il ) ="
( ins >0
rest by,

| o) :: a.
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Base Case. If n = 0, the execution is just (bgrsimain) || ). In this case, 1o = v and
Ao = A = Spremain)- Since £ contains no reachability except for this and args held
in ly and }; that reach themselves, that is, ly~%l, 1~1;, and since our reachability

analysis is a solution where Sgstmain) = {lo~l, i~} (Definition 5.12), we have o =
%_ € Vro({lOWZO’ ll"”"ll}) c yr(Sﬁrst(main)) = VI(AO) = )/T(A)

Inductive Step. Assume now that the thesis holds for any such execution of length

. . i b 1 s
k < n. Consider an execution (bg,main) | §) =" ( r'g:;q _)41-7-1 | o) it ag, with ins,(o,)
defined. This execution must have the form S
bq
bp
—
n, | ins, b1 . n+l-n, .
(bgrstmainy I £) =™ ( ety |55 | op) it ap = (bg Il og) 2 ag, 3)

with 0 < n, < n, that is, it must have a strict prefix of length n, whose final acti-
vation stack has the topmost configuration with a nonempty block b,. Let such n, be
maximal. Given a bytecode ins,, let t, and R, be the static type information and the
approximation of the reachability information at the ACG node [ins, |, respectively. By
inductive hypothesis, we know that o, € y, (R,). We show that o, € y; (R,) as well.
We distinguish on the basis of the rule of the operational semantics (Figure 5) that is
applied at the beginning of the derivation ="*1=™ in (3).

Rule (1). If this rule is applied, then ins,(c,) is defined, and ins, is not a call. We
distinguish the following cases.

—ins,, is not a return nor a throw. In this case, the ACG contains a sequential arc
connecting the ACG nodes corresponding to ins, and ins, and by Lemma 5.14, o, €
Ve, (Rg).

—ins,, is a return. in this case, the operational semantics introduced in Figure 5 imposes
that after n. <n, transitions, there is a method invocation ins. = call m; ... m,, and
that ins, is placed at the end of a callee m, for a 0 < w < n. We suppose that
m,, 1s a non-void method; the other case can be dealt with in a similar way. By

Definition 5.4, the ACG contains nodes [ins, |, , exit@m,:t |, and . Let o, be the

state the method is invoked from and let 0. = ins,(o,). There is a final arc connecting

and [extem,t}, and by the hypothesis o, € y;,(R,) and by Lemma 5.15, we have
oc € yr,(R.), where R, = II(R,). There are also two arcs (a return value and a side-
effect arc) going from [ins, |and | exit@m,:t |into . Then, by the hypothesis o, € v, (R.)
and by Lemma 5.18, we have o, € y;,(R,), where R, = T"®(R., R.) U TT**)(R,, R.).

—ins, is a throw. Then, if ins, = catch, and are connected by an exceptional
arc, and by hypothesis o, € y;, (R,) and by Lemma 5.16, we have o, € v, (R,), where
R, = I*1(R,). Otherwise, that is, when ins, # catch, ins, must occur at the end
of a method, and similarly to the previous case (but using Lemma 5.20 instead of
Lemma 5.18), we conclude that o, €y (R,).

Rule (2). In this case, the ACG contains nodes and connected through a
parameter passing arc. Hence, by hypothesis o, €y, (R,) and by Lemma 5.17, we have
o4 €z, (Ry), where R, =TT"18(R,).

Rule (3). The result follows from the soundness of propagation rule #16. O
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6. EXPERIMENTS

We have implemented our reachability analysis inside the Julia analyzer for Java and
Android.” It is a commercial tool developed by Julia Srl, a spin-off company of the
University of Verona. In this section, we describe the tool and the experiments that we
have performed in order to evaluate our reachability analysis.

6.1. The Julia Analyzer

Julia is a static analyzer for bytecode, completely written in Java, that includes classes
for the definition of denotational (bottom-up) analyses, constraint-based analyses, and
automaton-based analyses.

Denotational analyses define a functional abstract behavior (denotation) for each
single bytecode instruction and compose such behaviors in a bottom-up way, computing
fixpoints to analyze loops and recursion. An example is the nullness analysis in Spoto
[2008]. Their strength is that these analyses are fully context-sensitive, since the
denotation of a method is a function from its context at call time to its context at
return time; however, it is difficult to provide context-sensitive approximations for the
fields of the objects, since the analyses become computationally too expensive. Binary
decision diagrams [Bryant 1986] are typically used to implement denotations, and Julia
provides support for this choice.

Constraint-based analyses follow the approach used, for instance, in this article. A
constraint is built from the program under analysis (and the libraries that it uses).
Nodes might stand for program points, as in this article, when the abstract interpre-
tation abstracts states (see in our case Definition 5.2). They might also stand for local
variables, stack elements, fields or return values, when the abstract interpretation
abstracts values rather than states (e.g., [Spoto and Ernst 2011; Nikoli¢ and Spoto
2012b]). Or they might stand for whole methods and constructors, as in the case of
side-effect analysis. Moreover, the approximation at a node can be the union of the
approximations of the incoming arcs (as in this article, see Definition 5.12) or their
intersection. In the first case, we get a possible analysis (an overapproximation of the
property under analysis); in the second case, we get a definite analysis (an underap-
proximation of the property under analysis) [Nikoli¢ 2013]. In all cases, Julia provides
standard implementations of the construction of the constraint that can be personal-
ized by subclassing, if needed. The elements of the abstract domain (in our case, sets
of ordered pairs of variables) are represented through bitsets of singletons in order
to make set operations very fast (they become bitwise operations over arrays of Java
64 bits longs) and keep the memory footprint small (singletons are created once; bit-
sets are very compact). The fixpoint algorithm that finds a solution (Definition 5.12)
in two versions for possible and definite analysis is implemented in Julia through a
working-set, demand-driven approach: the arcs of the constraint are put in a stack
and processed one at a time; when the approximation of a node changes, all its out-
going arcs are added again to the stack until stabilization. This means, in particular,
that the programmer of a static analysis does not need to care about the fixpoint al-
gorithm or the bitset implementation, since the infrastructure is available, debugged,
and optimized once and for all inside Julia. Its code is shared by all constraint-based
analyses.

Automaton-based static analyses abstract execution traces into states of a finite-state
automaton. The automaton is executed from the initial bytecode of the program; each
bytecode instruction induces a state transition in the automaton. The possible states
of the automaton at a program point are an abstraction of all the execution paths that

"http://www.juliasoft.com.

ACM Transactions on Programming Languages and Systems, Vol. 35, No. 4, Article 14, Publication date: December 2013.



14:36 D. Nikoli¢ and F. Spoto

might lead to that point. The advantage of this approach is that one can easily abstract
traces rather than states, and the analysis has a very efficient and relatively simple
implementation. An example is the determination of program points where a given
array has been fully initialized [Nikoli¢ and Spoto 2012a, 2013].

The reachability analysis of this article uses preliminary supporting analyses,
namely, definite aliasing and possible sharing analysis. They are both implemented
as constraint-based analyses themselves and computed before our reachability analy-
sis starts. That is, we do not use a reduced product of more analyses but implement a
sequence of analyses. The result of reachability is then used by client analyses, namely,
side-effects, field initialization, cyclicity, and path-length analysis. The propagation of
sharing information is described in Secci and Spoto [2005].

Side-effects analysis collects the fields that might be read or modified by a method or
constructor and that were already allocated before the call to that method or construc-
tor. It is a constraint-based analysis where the node for each method or constructor
collects the fields explicitly read or modified. Arcs propagate these sets from callees to
callers. Reachability improves the precision of the side-effects analysis (Section 1). Field
initialization determines the fields f that are always initialized by all constructors of
their defining class, before being read. Hence, the fact that null is the default value for
reference fields becomes irrelevant for f, since that value is never read. The rationale
here is that, for those fields, the fact that they hold null before their first assignment
is irrelevant to determine if they can hold null or not when they are accessed. Only
explicit assignments are relevant. This consideration is important, for instance, for a
subsequent nullness analysis that is only left to prove that the values explicitly written
into f are non-null without bothering about the default value. This field initialization
analysis is implemented through a dataflow algorithm in Julia that collects the fields
of this definitely written at each program point of the constructors and the fields of
this possibly read at the same program points. This algorithm is described in Spoto
[2008, 2011] and Nikoli¢ and Spoto [2013]. It exploits the available reachability infor-
mation (Section 1). Cyclicity analysis is a denotational analysis, where each variable
is approximated through a Boolean variable stating if it might be cyclical or not and
exploits reachability at field updates (Section 1). Path-length analysis is denotational,
again, and uses polyhedra or simpler domains to represent the size of the numerical
values bound to variables of primitive type or the maximal height of the data structures
bound to variables of reference type. Reachability helps here by restricting the set of
variables whose path-length might be affected by a field update (Section 1). More detail
in Spoto et al. [2010].

The nullness analyzer of Julia is a sequential composition of many analyses, through
an oracle-based semantics for the nullness of the fields. Its detailed description can
be found in Spoto [2011]. It uses a denotational nullness analysis for local and stack
variables [Spoto 2008] combined with an array initialization analysis that guarantees
that the default value (null) for the elements of some arrays of reference type is
never read [Nikoli¢ and Spoto 2012a, 2013]; it is also combined with constraint-based
analyses for tracking arrays, collections or iterators whose elements have only been
assigned to non-null values, and for tracking the expressions that definitely evaluate to
non-null values (for instance, expressions explicitly compared against null or already
dereferenced in a previous statement, identified through the constraint-based analysis
in [Nikolié¢ and Spoto 2012b]). All these analyses exploit reachability, sharing, and side-
effects to restrict the effects of a field update on variables distinct from its receiver,
or of a method call on the variables of the caller. For instance, a method call might
invalidate, by side-effects, the fact that the evaluation of an expression is a non-null
value.
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The termination analyzer of Julia is based on path length used to determine if loops
or recursion happen on integers or data structures of strictly decreasing (yet positive)
size. Here, again, we use preliminary reachability and sharing information in order to
restrict the effects of field updates and method calls to the path length of the variables.
The detailed definitions are in Spoto et al. [2010]. Moreover, termination analysis often
uses expressions as symbolic constants (for instance, expressions used as upper bounds
of loops), and side-effect analysis provides the information needed to be sure that such
expressions keep their value unchanged across iterations and can hence be used as
actual, constant upper bounds to loops.

6.2. Sample Programs

We have analyzed a set of sample programs. Most of them are Android applications:
Mileage, OpenSudoku, Solitaire, and TiltMazes®; ChimeTimer, Dazzle, OnWatch, and
Tricorder®; TxWthr.1? Others are Java programs: JFlex is a lexical analyzers genera-
tor!!; Plume is a library by Michael D. Ernst'?; NTI is a nontermination analyzer by
Etienne Payet!?; Lisimplex is a numerical simplex implementation by Ricardo Gobbo.4
The remaining are sample Android programs taken from the Android 3.1 distribution
by Google and are bundled with the Android SDK Tool r12.15

Experiments have been performed on a Linux quad-core Intel Xeon machine running
at 2.66GHz, with 8 gigabytes of RAM.

6.3. Sharing vs. Reachability Analysis

Figure 14 shows that reachability analysis is in general more expensive than sharing
analysis, also because its times include those of the preliminary, supporting sharing
analysis. The extra cost of reachability analysis is compensated by its increased preci-
sion when it comes to compute reachability information itself. To prove this claim, in
Figure 15, we have built reachability analysis from sharing analysis by assuming that
a variable v might reach a distinct variable w whenever v and w might possibly share,
according to the results of sharing analysis. We have compared this reachability infor-
mation with that gathered through the reachability analysis computed, as described
in this article. The latter yields around 20% fewer reachability pairs than reachability
analysis built from sharing. Fewer pairs, here, mean better precision.

Although reachability analysis is more expensive than sharing analysis, we are going
to show that it actually reduces the cost in time of larger static analyses, where it is
used as a supporting analysis (Section 6.5). This is because its extra precision simplifies
the subsequent analyses. Moreover, in the overall economy of a parallel static analyzer,
such as Julia, the few extra seconds required by reachability analysis are a small
fraction of the time required by nullness or termination analyses that use reachability
as a supporting analysis and are greatly benefited by any increase in precision of the
latter.

8http://f-droid.org/repository/brovse.
9http://moonblink.googlecode.com/svn/trunk.
DOhttp://typoweather.googlecode. com/svn/trunk.

Upttp://jflex.de.

2http://code.google.com/p/plume-1ib.
1Bhttp://personnel.univ-reunion. fr/epayet/Research/NTI/NTI.html.
Yhttp://sourceforge.net/projects/lisimplex.
Bhttp://developer.android.com/tools/revisions/platforms.html.
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Fig. 14. Comparison between the runtimes of sharing analysis with the runtimes of sharing and reachability
analyses together.

6.4. Reachability vs. Shape Analysis

Reachability might be abstracted from a more concrete analysis, such as some flavor
of shape analysis. The Julia analyzer does not include any shape analysis, and there is
no plan in that direction. In particular, we are not aware of any static shape analysis
for Java bytecode that deals with exceptional paths. There are dynamic shape analyses
for Java, (e.g., [Pheng and Verbrugge 2005; Jump and McKinley 2009]), but dynamic
analyses are only sound with respect to the execution traces that are generated at
runtime and analyzed. As a consequence, they cannot be taken as basis for a sound
static reachability analysis. We are aware of two static shape analyses for Java. The
first [Corbett 2000] is intraprocedural only; experiments do not report its cost in time.
The second [Marron et al. 2008] is able to analyze interprocedural Java programs;
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Fig. 15. Improvement of precision (in percentage) of Julia when the reachability property is computed by our
reachability analysis with respect to the previous approach where this property was computed by sharing
analysis. Here, precision is the ratio of ordered pairs of distinct variables (v, w) such that the analysis
concludes that v might reach w, over the total number of ordered pairs of variables of reference type: the
lower the ratio, the higher the precision (this ratio never reaches 0% in practice, since real-life programs
contain reachability). For sharing, we assume that v might reach w if v might share with w. Both for sharing
and reachability analysis, if the static type of v does not reach the static type of w (Definition 4.8), the
ordered pair (v, w) is not counted in this figure, since in that case, it is statically known that the value held
in v will never be able to reach the value held in w (Lemma 4.10).

exceptional paths are not mentioned. Experiments reported in that article show that
the analysis of a program of 3,705 statements requires 35.11 seconds; libraries have
not been included in the analysis. For comparison, our reachability analysis analyzes
OnWatch in 32 seconds, although it is made up of 112,423 statements (Figure 16) and
although we analyze the libraries along with the application. If one considers that
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sharing is needed before reachability, the total time of our analysis amounts in this case
to 47 seconds, but the analyzed code base of 112,423 statements is 30 times larger than
their 3,705 statements. There is no report on the precision of the analysis in Marron
et al. [2008] with respect to reachability information, but the major difference in the
computational cost of the two analyses is apparent. It is true that our hardware is
multicore and so potentially faster than that used in Marron et al. [2008], but sharing
and reachability analyses are each performed sequentially in Julia, so that only one
core is used for each of them.

6.5. Effects of Reachability Analysis on Other Analyses

We verify here whether reachability analysis actually improves the precision of side-
effects, field initialization, and cyclicity, as hinted in Section 1. We also verify if the
extra reachability information improves the precision of the nullness and termination
checking tools available in Julia that use side-effects, field initialization, cyclicity, and
path length as (some of their) supporting analyses. We do not have any measure of
precision for path-length analysis, so we do not evaluate its improvements directly but
only as a component of the termination checking tool. To reach these goals, we have
analyzed our sample programs with reachability analysis turned off (hence relying on
sharing analysis as an approximation of reachability analysis) and then on.

Figure 16 shows that reachability analysis improves the precision of the side-effects
analysis and has positive effects on field initialization as well. Instead, cyclicity analysis
seems unaffected. Sharing analysis is always used in these experiments, both when
we use reachability information and when we do not compute it. Thus, this figure
shows the importance of having also reachability information instead of just sharing
information.

Figure 17 presents our experiments with the nullness and termination tools of Julia
and reports their runtime, including reachability analysis. In eight cases over 24, the
extra reachability information improves the precision of the nullness checking tool,
but this never happens for termination, consistent with the fact that cyclicity is not
improved (Figure 16). This is because the methods of the programs that we have
analyzed terminate since they perform loops over numerical counters or iterators.
There is no complex case of recursion over data structures dynamically allocated in
memory (lists or trees) where cyclicity would help. To investigate further the case of
termination analysis, we have applied Julia to the set of (very tiny) programs used
for the international termination competition!® that is performed every year. Those
programs, although small and often unrealistic, are nevertheless interesting, since
the proof of their termination often requires nontrivial arguments, also related to
objects dynamically allocated in memory. We have performed their termination analysis
with reachability analysis and then again without reachability analysis (but always
with sharing analysis turned on). Over a total of 436 test programs, Julia without
reachability proves that 276 of them terminate or can definitely diverge. If reachability
is used to strengthen the analysis, this figure grows to 282: the reachability information
allows Julia to prove the termination of six more tests: LinkedList, List, ListDuplicate,
PartitionList, Test5, and Test6, by supporting a more precise cyclicity and path-length
analysis. Note that even when reachability is not applied, sharing is in place and can
support the missing reachability. Those six examples are consequently those where
reachability is needed and sharing is not enough. We observe that among the remaining
154 tests, there are some that are known to diverge and a few for which no proof of
termination or divergence exists, not even by hand.

8http://termination-portal.org/wiki/Termination_Competition.
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For both nullness and termination checking, the presence of reachability analysis
actually reduces the total runtime of the tools. This is because reachability helps subse-
quent analyses, in particular side-effects analysis, and prevents them from generating
spurious information. For instance, side-effects analysis computes much smaller sets
of affected fields per method (Figure 16, compare the 5th and the 6th columns).

7. CONCLUSION

Our reachability analysis is an instantiation of the general parameterized framework
for constraint-based static analyses of Java bytecode [Nikoli¢ 2013]. Another analysis
that can be instantiated in that framework is, for example, field initialization anal-
ysis [Spoto and Ernst 2011]. The difference between the latter and our reachability
analysis is that in the present article. the constraint nodes stand for program points
rather than for single variables, as is the case in Spoto and Ernst [2011]. As a conse-
quence, the abstract domain as well as the propagation rules are completely different
in the two instances. A sound reachability analysis, in particular, requires a precise
approximation of the side-effects of method calls.

Our constraint-based approach is now being applied to develop other analyses, such
as definite aliasing of variables to expressions [Nikoli¢ and Spoto 2012b]. In general,
one obtains a new constraint-based static analysis of Java bytecode by specifying an
opportune abstract domain and the propagation rules representing an abstract se-
mantics of the bytecode instructions. It is worth noting that the construction of the
abstract constraint graph is always performed along a fixed, given pattern. Our Julia
analyzer includes a library for defining constraint-based analyses and for computing
their solution, highly optimized with respect to space and time.

APPENDIXES
A. REACHABILITY

In this appendix, we show some technical lemmas related to Section 4. They are used
in Appendix B, where Lemmas 5.14-5.20 are proved.

Lemma A.1 is a technical result stating that if we write a location ¢” into a field
(element) of an object (array), then the set of locations reachable from a given location
¢ might be enlarged with at most the locations reachable from ¢”.

LeEmMMA A.1. Let  be a memory, ¢/, ¢ € dom(u) and d € dom(u(€').¢) (d is a field of
wll).¢ if u(8).type € Kor an index of u(£).type € A). Let i/ = ul(u(€).¢)(d) — £"], then
L&) <L, (&)uL,(") forall £ € dom(u).

Proor. Let ¢ € dom(u). We prove by induction on 4 that L’ (¢) € L/ (¢£) UL/ (¢”), which
entails the thesis. If i = 0, we have Lg,(ﬂ) ={¢} C{ UL (") = L% U L%("). Assume
now that L, (¢) € L1 (¢) UL (¢"). We have

L0 =L @ou U (mg(u'(e).¢) N L)
@1€|-L71(@)
cL i ouLliienu U (mg(u'(er).¢) L)
ereLim (OULL (e
= LL—I(K) U LZ—I(U) U U (mg/e.g)nL)u |  (mg(u'(€1).¢) N1L)

ZleL}[l(/Z) Zleijl(l”)
=L (ULl en U U (mg(p/(en).¢) NIL) U (mg(i'(€).¢) N L)
BETSIONTG
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u U (rng(u/'(€1).¢) NTL) U (rng(u/(£').¢) N1L)
erelimlen~{e}
cLl -l ouLlilen u U (rg(uler).¢) NIL) U (rg(u(e).¢) N1L) U {€"}
PR alONT
u U (rng(u(€1).¢) NIL) U (rng(u(€).¢) N1L) U {£”}
PEESIONTS
=L N ouLl e U U (mg(uen).)nL)U U (mg(u(er).¢)NIL) U (€7}
€1€LI’[1([) [1€Lffl(5")
= LL(E) U LZL(E”) U {¢"}
=L (UL (e ,

since ¢" € L;((”). ]

ProrosiTiON A.2 (PROPOSITION 4.7). Let o = (|| s), u) = {p, u) and o’ = (I' || &), u') =
(p’, ') be the states right before two adjacent bytecode instructions ins = call my ... m,
and ins’ #catch are executed. Namely, o’ is a nonexceptional state obtained at the end of
execution of a callee m(t):tin o, for a w € [1..n], the topmost 7 stack elements of o (values

sl|s| — 11, ..., sl|s| — #]) and the topmost operand stack element of ¢’ (value S'[|s'| — 1])

contain the parameters of the callee and its return value, respectively. We define L, the
set of locations not reachable from the actual parameters of the callee in o.

Ly =dom(u~ [ Lol

[s|-m<i<|s|-1
Then, the following conditions hold:

(1) VL € Lo.u(0) = ' (0),
2) s'lIs'| =11 ¢ L, and
(3) VL e dom(u') \ Ly.rg(u/'(€).0) N L, = .

Proor. Itis enough to prove that during the execution of the callee(s) my, ..., m, and
of the methods that they might call, the locations held in the stack elements or local
variables are not in £, and do not reach any location in £,. This entails the following
thesis.

(1) Only putfield «.f:t and arraystore o modify objects or arrays in memory. They do it
inside an object or array pointed by a location ¢’ on the stack. Since, by hypothesis,
U ¢ L,, wehave u(¢) = u/(¢) for all £ € L,.

(2) The returned value is left on top of the stack of the callee(s). By hypothesis, it does
not belong to £,.

(3) At the beginning of the execution of the callee(s), this condition holds, since £ would
be a location reachable from the parameters of the call. Hence u'(¢).¢p can only
contain then locations not in £,, since those in £, are, by definition, unreachable
from the parameters. Later, during the execution of the callee(s), only putfield «.f:t
and arraystore « modify objects or arrays in memory. They do it by writing, inside a
field or an array, a value held on the stack. By hypothesis, that value is not in £,.
Hence, also this condition holds.

It remains to prove, then, the invariant that during the execution of the callee(s) and
of the methods that they might call, the locations held in the stack elements or local
variables are not in £, and do not reach any location in £,. This holds at the beginning
of the execution of the callee(s), since, at the beginning of the execution of a method
or constructor, the stack is empty, and the local variables hold the actual parameters
of the call that, by definition of £, are not in £, and do not reach any location in £,.
During the subsequent execution of the callee(s) and of the methods or constructors
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that it might call, most bytecode instructions simply move or duplicate values on the
stack or to and from the stack and the local variables, hence keeping the invariant
true. Only putfield «.f:t and arraystore « modify objects or arrays in memory. They do
it by writing, inside a field or an array, a value held on the stack. By hypothesis, that
value is not in £, and does not reach any location in £, . Also in this case, the invariant
is hence maintained. Finally, instructions getfield «.f: t and arrayload « push on the
stack a value v reachable from a location ¢ on the operand stack. The invariant entails
that ¢ is not in £, and does not reach any location in £,. Hence v, which is reachable
from ¢, is not in £, and cannot reach any location in £, or otherwise ¢ would reach
the same location, which is impossible. Also in this last case, the invariant is hence
maintained. O

Lemmas A.3, A.4, and A.5 highlight some important properties of the set of locations
that are not reachable from the actual arguments passed to a method at call time (£,).
This set has been introduced in Proposition 4.7. The following lemmas show why that
proposition is important: it allows us to restrict the effects of a method call on the state
of the caller and allows us to restrict the possible reachability of the return value of the
method to and from the variables of the caller. Consequently, we will use these results
in the proofs of soundness for the propagation rules in Lemmas 5.18-5.20.

Suppose that after a method is executed, there exists a variable bound to a loca-
tion that was reachable from an actual parameter of the method before its execution
(state o). Lemma A.3 shows that this variable does not share with any location belong-
ing to L,.

LemMmMA A.3. Under the hypotheses of Proposition 4.7, consider a variable x such that
o(x) e LN Ly. Then, Lo (z)N Ly =0.

Proor. We prove that Vi € N.L! (z) N £, = @, and we do it by induction on i.
Base Case. Since L2,(z) = p'(z) ¢ L,, we have L2(z)N L, = .

Inductive Step. Suppose that L} (z) N L, = &, let us prove that Lgfl(x) NL, = 2.
It is worth noting that L (z) € dom(u’). By the third condition of Proposition 4.7, we
have V¢ € dom(u') \ L,.rg(u'(€).¢) N L, = @. Therefore, L}, (z) € dom(u') \ L, since
L) (z)N L, = @ and L7 (z) € dom(u'). This entails that V¢ € L (z).rmg(u/(6).¢)N L, = @,
which implies

U (mgw'@.¢)n)nL, = o. (4)
ZGL;‘,(I)
We have
Lot @) n L, = [Lr@u | (mg'(0.9)NL) | N L, [By Definition 4.2]
el (x)

=(Lr@nL)u| | (mgw'(0).¢)NL)NL, | [By distributivity]
el (2)
=gUg=0. [By hypothesis and Eq. (4)]

O
The following lemma states that the set of locations, only reachable from variables

that do not share with any actual parameter at call time, cannot be affected by the
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execution of a method. This will be important in the proof of soundness of the propaga-
tion rule for method call, since those variables cannot be made to reach or be reachable
from other variables, during that call, as a side-effect.

LEmMMA A.4. Under the hypotheses of Proposition 4.7, let © € dom(t) N dom(z’) be a
variable such that p(z) = p'(z) € L, and L,(z) C L;. Then L,(z) = L,/ (2).

Proor. We prove that, Vi € N.L!(z) = L!,(z), and we do it by induction on i.
Base Case. L%(z) = p(z) = p'(z) = Lg,(a:).

Inductive Step: Suppose that L(z) = L"(z), let us prove that L"*(z) = LZ},“(J:). By
the first condition of Proposition 4.7, we have that V¢ € £,.u(¢) = u'(£), and therefore
Ve e LD(z) = L} (z) C Lo(2) € Lo.u(€) = p/(€), which entails

U tmgw@.p)nLy= [ (mg(u'(0).¢)NL). (5)

Lelr(z) el (x)
We have
L2 (@) = L2(2) U Ujgepn (o) (MY('(£).9) N L) (by Definition 4.2)
=L2z)U Ueel_;,(z)(rng(u(z).@ NL) (by hypothesis, Eq. (5) and Proposition 4.7 (1)),
=L H(a). (by Definition 4.2).
ad

The following lemma shows that if a variable z is bound to the same location before
and after a method is executed, then z reaches a location in £, before the method is
executed if and only if it reaches the same location after the mehod is executed. This
will be important for the proof of soundness of the propagation rules for method call,
since it entails that no object and no array reachable from z is modified during the
execution of the method, by making z reach a location, not reachable from the actual
parameters, that was not already reachable from z before the call. Hence, the set of
locations reachable from z can be modified, but only by adding locations the are not in
L,. That is, © might well become reachable or reach other variables, as a consequence
of the execution of the method, as a side-effect, but only if such variables share with
the actual parameters of the call.

Lemma A.5. Under the hypotheses of Proposition 4.7, for any variable x € dom(t) N
dom(t’) such that p(z) = p'(z), it holds that L,(z) N L, = Ly(z) N L,.

Proor. We prove that for any i € N, L! (z)NL, = L¢ ()N L,, and we do it by induction
on 7.

Base Case. L2(z)N L, = (p(2)} N Ly = {p' (@)} N Ly = L0(z) N L,.

Inductive Step. Suppose that L"(z)N L, = L™(z)NL,, let us prove that L?*}(z)NL, =

L;L,“(:c) N L,. Consider a location ¢ € L (z), where o1 € {0,0'}. If £ ¢ L,, then there

exists an actual parameter p of method m (Proposition 4.7) such that ¢ is reachable
from p in o1. In that case, all the locations reachable from ¢ are reachable from p in o1,
as well, that is,

Ve e Ly (2) N\ Ly.mg(ui(0).¢) N L, = 2. (6)

Consider now a location ¢ € L}(z) N L, = L(z) N L,. In this case, since £ € £,, by the
first condition of Proposition 4.7, u(¢) = u'(¢), which entails

U ngwennint) = |J  (mg')nL)n L,). (M

el (2)NL, el” ()L,
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We have

L @) N Lo = (L2(2) U Ujpern (o) (M (0).9) N1L)) N Ly [By Definition 4.2]
(L2(@) N Lo) UUyepn o (rg(n/(0).¢) NL) N L,)  [By distributivity]
(
(
(

= (L2(z)N Ls) U UMZ(%)ﬁ £, ((mg(p'(0).¢) NLYN L,) [By Eq. (6)]

= (LM x)N Ly) U UreLane, (Mg(w'(€).9) NL)N L)  [By hyp., Eq. (7),
Prop. 4.7 (1)]

L (@) N Lo ) UUpern@ (g’ (©.)NLYN L,)  [By Eq. (6)]

(L5 () U U pern( (Mg (0).¢) N 1)) N L, [By distributivity]

L2 (z) N L, [By Definition 4.2]

O

Let us now show some important results regarding type reachability. Namely, we
show that if a type reaches another type, then the former also reaches all possible
supertypes of the latter (Lemma A.6) and that the set of reachable types of a type t is
included in the set of reachable types of all t’s supertypes (Lemmas A.7 and A.8). These
lemmas are used for the proofs of Lemmas 5.14 and 5.18.

Lemma A.6. If t~1, then for every t' such that t < ' (i.e.for every supertype of t),
t~1" holds as well.

Proor. We prove that, for every i > 0, if t' € T:(1), then t” € T¥(t) for every t” such that
t' < t’. This entails the result for T(t) and hence the thesis. Assume hence i = 0. By
Definition 4.8, we have t' € compatible(t), and by Lemma 3.5, we have t” € compatible(t),
that is, t” € T°(t). Let now i > 0 and assume, by inductive hypothesis, that t’ € T*~1(1).
Since t' € Ti(1), by Definition 4.8, we have two cases.

—Ift e T*"L(t) then, by inductive hypothesis, also t’ € T*~1(t), which entails t” € T'(1).
—If t ¢ T°"L(t) then, by Definition 4.8, t € compatible(t;), where there exists « €
Tl NK and «'.f:t; € Fk), or there exists t;[ ] € T*"1(t) N A.
Both cases, by Definition 4.8, are compatible(t;) € T(1). Since t' < t”, by Lemma 3.5,
we have t” € compatible(t;), and hence t" € Ti(t). O

LemMMma A.7. LetteT and i > 0. The set Ti(t) is closed with respect to <.

Proor. The set compatible(t') is closed with respect to < for every t' € T. The thesis
follows by induction on i and Definition 4.8. O

LEmma A.8. Lett, t' €T be such thatt <t. Then, TH) CT®).

Proor. We prove that, for every i > 0, T'(t) € T'(t), by induction over i. If i = 0, the
thesis follows by Lemma 3.6. Assume hence that T~1(t) € T*"L(t'), for i > 0. Then,

Tit) = Tt U |J compatible(t’)U | J compatible(t”) (by Definition 4.8),

keT1H)NK t[ 1eTi-L(t)NA
‘ K. f:teFk)
Cc T-Yt)u |J compatible(t’)u |J compatible(t’) (by hypothesis),
keT 1)K [ 1eTiL(t)NA
] K. f ' eF(k)
= T"(t). (By Definition 4.8)

B. REACHABILITY ANALYSIS

In this section, we show the soundness of our analysis. We first show that the con-
cretization map introduced in Definition 5.2 is co-additive (Lemma B.1) and then
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that the propagation rules corresponding to each type of arcs of our ACG are sound
(Lemmas 5.14-5.20). These results are then used by Theorem 5.21, which shows the
soundness of whole static analysis.

LemmA B.1 (LEmMA 5.3). Let t € 7. The function y, is co-additive.

Proor. Let R; € A, for i > 0. We have

Def. 5.2

y:(NisoR;) {o € Z; |Va, b € dom(t).a~b = a~b € N;>oR;}

iXi iT € X;
TEMAZNTER (5 € %, | Va, b e dom(r).awTh = Ao avb € Ry}

YT NEZ NS (G e B | Va, b e dom(z). AolavTh = axb € R,))

Vz e X.A; fz,y;)

vz € X.f(z, y;)
© Aive € Xoflay {o € 2 | Nizo(Va, b € dom(z).(a~~"b = a~b € R;))}

= Nisolo € X | Va, b € dom(7).a~b = a~b € R;}
= ﬂizo VT(Ri)'
O

Lemma 5.14 states that in the case of the propagation rules of the sequential arcs,
only nonexceptional concrete states belonging to the concretization of a correct approxi-
mation of the property of interest before a bytecode instruction is executed are correctly
propagated by the corresponding rule. That is because the sequential arcs simulate only
those bytecode instructions which are defined on nonexceptional concrete states, and
undefined on the exceptional ones.

Lemma B.2 (LEmMaA 5.14). The propagation rules for the sequential arcs of
Definition 5.4 are sound. That is, consider a sequential arc from a bytecode ins and
its propagation rule I1; assume that ins has static type information t at its beginning
and t’ immediately after its nonexceptional execution, then, for every R € A., we have

ins(y.(R) N By C yu(TI(R)).
(We recall that ins is the semantics of ins, see Figure 4).

Proor. Let dom(t) = LU S contain ¢ local variables L = {ly, ..., ;_1} and j operand
stack elements S = {s, ..., s;_1}. Let dom(z’) = L'US’, where L' and S’ are the local and
operand stack variables of dom(z’). Consider an arbitrary abstract element R € A; and a
state o’ = (o', ') € ins(y;(R))NE,. We prove that o’ € y.(TI(R)), that is, (Definition 5.2)

for every z, y € dom(t’), z~~“y entails z~»y € TT(R).

The latter can be proved by showing that either z-»“y or z~y € T1(R). Note that by the

choice of ', there exists w = (p, u) € y.(R) such that o' = ins(w). Moreover, o € y.(R)
implies that for every z,y € dom(z), z~~“y entails z~~y € R. We analyze different

propagation rules corresponding to different types of sequential arcs.

—Ifins = load kt. We have L' = L, $" = SU{s;}, ' = u, and for every a € dom(z’) \ {s;},
p'(a) = p(a), while p'(s;) = p’(lx). By Definition 5.4, TI(R) = R U R[l;/s;] U Rq, where
Ry = {ly~s;, s~y | ly~1;, € R}. We distinguish the following cases.

(1) If z, y # s;, then, p'(z) = p(z) and p'(y) = p(y). Hence, by Lemma 4.6,
Ty & zy = z~sy € R C TI(R).

(i) If z = s; and y # s;, then p'(z) = p'(s;) = p(ly) and p'(y) = p(y). Hence, by
Lemma 4.6,

i~y & Py = [~y € R.

ACM Transactions on Programming Languages and Systems, Vol. 35, No. 4, Article 14, Publication date: December 2013.



Reachability Analysis of Program Variables 14:49

If y = I, then [y~~1; € R, hence z~y = sj~l; €€ Ry € II(R). If y # [, then
I~y € R implies that z~y = s;~>y € R[lx/s;] C TI(R).
(iii) If z # s; and y = s;, then p'(z) = p(z) and p'(y) = p'(s;) = p(lx). Hence, by
Lemma 4.6,
xww’sj & -l = o, € R.
If = I, then [~ € R, hence z~»y = ly~s; € Ry C II(R). If z # [, then
z~+1l;, € R implies that z~»y = z~+s; € R[l;/s;] C II(R).
(iv) If z = y = s;, then p'(z) = p(l;) and p'(y) = p(l;). Hence, by Lemma 4.6,
Sjww,Sj & I~ = k1l € R,
and therefore z~+y = s;~s; € Rl /s;] € TI(R).

—Ifins = storekt. Wehave L' = L, S" = S~ {s;_1}, &' = u, and for every a € dom(z’)~{lx},
p'(a) = p(a), while p'(l) = p(s;_1). By Definition 5.4, II(R) = {(a~>b)[s;—1/l] | a~b €
R A a, b # I.}. We distinguish the following cases.

() If z, y # I, then, p'(z) = p(z) and p'(y) = p(y). Hence, by Lemma 4.6,
Ty & Ty = Ty € R,
and therefore z~~y € TI(R).
(i) If ¢ = I and y # I, then p'(x) = p'(lx) = p(sj_1) and p'(y) = p(y). Hence, by
Lemma 4.6,
i~y = 5 1~y = s;_1~y € R,
and therefore z~+y = [~y = (sj_1~y)ls;—1/l] € TI(R).
(iii) If ¢ # I and y = i, then p'(z) = p(z) and p'(y) = p'(ix) = p(sj_1). Hence, by
Lemma 4.6,
Tl & T~si_1 = T~ 8j_1 € R,
and therefore z~»y =z~ = (2~ sj-1)[s;-1/lk] € TI(R).
(iv) If = y = I, then p'(z) = p'(y) = p'(lx) = p(s;_1). Hence, by Lemma 4.6,
lkww’lk i== Sj_lwij_l = 8j-1™8j-1 € R,
and therefore z~+y = l~ 1, = (s;_1~s_1)[s-1/l] € TI(R).

—ins = constv. Wehave L' = L, §' = SU{s,}, p’(s;) = v € ZU{null}, u’ = p, and for every
a € dom(z’) \ {s;}, p'(a) = p(a). By Definition 5.4, [I(R) = {a~~b € R | a, b € dom(z')}.
We distinguish the following cases.

(1) If z = s; or y = s;, since p'(s;) € Z U {null}, no variable reaches z nor y nor can
be reached from them; hence -+ y.

(i) If z,y # s;, then p'(z) = p(z) and p'(y) = p(y). Hence, by Lemma 4.6, Ty
if and only if z~~“y, which entails z~+y € R, and since z, y € dom(z’), we have
z~y € TI(R).

—Ifins = new«. We have L' =1L, and S’=S5 U {s;}. Moreover, for every a edom(z’) \ {s;},
p'(a) = p(a), while p'(s;) =€ € L, where ¢ is a fresh location, hence only reachable
from itself, and ' = ul¢ — o], where o is a new object of class «. Since ¢ is a fresh
location, we have L,/ (¢) = {¢}, and for every ¢’ € dom(u'), £ ¢ L, (¢). By Definition 5.4,
II(R) = R U {sj~>s;}. We distinguish the following cases.

(1) If 2,y # s;, then, p'(z) = p(z) and p'(y) = p(y), and for every ¢ € dom(u),
w'(€) = u(e). Hence, by Lemma 4.6,

Ty & TPy = z~y € R C TI(R).
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(iv)
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Ifz=y=s,then a~»y = sj~>s; € II(R).
If 2 = s; and y # s;, then since £ is fresh, p'(y) ¢ {¢} = L,(z), hence Ty,
If  # s; and y = s;, then since ¢ is fresh, p’(y) = £ ¢ L,(z), hence Ty,

—Ifins = getfieldx.f:t. Wehave ' = L, §’ = S, u/ = u, and for every a € dom(z’)~{s;_1},
p'(a) = p(a), while p'(s;_1) = (u(p(s;-1)).¢)(f). Moreover, for every a € dom(z’)~{s;_1},
7'(a) = t(a), while t/(s;_1) < tand t(sj_1)~>1'(s;_1). By Definition 5.4,

R] RZ

I(R) = {a~beR|a,b#sj_1}U{sj_1~b € R |t~1(b)}
{a~s;_1 | T(a)~1+# int A [a and s;_; might share at ins]}.

R3

We distinguish the following cases.

@)

(ii)

(iii)

If 2, y # s;_1, then, p'(z) = p(z) and p'(y) = p(y). Hence, by Lemma 4.6,
Ty & Ty = Ty € R,

and therefore z~~y € Ry C TI(R).

Ifx =s;_1and y # s;_1, if sj,lw“’/y then, by Lemma 4.10 and Definition 4.8, we
have t'(s;_1)~1'(y) = 7(y) = t(y) € T(r'(5;_1)). On the other hand, 7'(s;_1) <'t
and, by Lemma A.8, T(z'(s;_1)) € T(t), hence 7(y) € T(z'(s;_1)) € T(t), that is,

tv1(y). €))

The locations reachable from a field of an object are included in those reachable
from the object itself. More precisely, since p'(s;_ 1) = (u(p(s;—1)).¢)(f) and ' = w,
we have L,(s;_1) € L,(s;_1), and therefore s;_1~+* y entails

p(y) = p'(y) € Ly(s;-1) € Ly(sj—1).

Therefore, s;_1~+“y and
sj_1~y € R. 9)

From Egs. (8) and (9), we conclude that 2~y = s;_1~>y € Ry C TI(R).
Ify = s;_1, then ifmww/sj 1, by Definition 4.3 we have p'(s;_1) = (u(p(s;—1)).9)(f) €

L, which entails 7’(s; - 1) # int. By type correctness, 7'(s;_1) < tand hencet # int.
By Lemma 4.10, z~+“ s;_; implies that r’(:r)wt’(sj 1), and since t'(s;—1) < t,

Lemma A.6 entails t/(z)~1. If z = s;_1, then by Definition 4.8, t(s;_1)~t'(sj_1)~1,

hence 7(s;_1) # int, and it is obvious that s;_; shares with itself at getfield.
Otherwise, if 7 # s;_1, then 7(z) = 7/(z)~~t. In this case, 7~+*s;_1, and Lemma 4.6

entail:

p'(sj—1) € Ly(z) = L, (). (10)
Moreover, Definition 4.1 and the fact that p'(s;_1) € L ensure that
p'(s;-1) = (u(p(sj_1)).9)(f) € rng(ulp(s;—1)).¢) NL € L,(s;_1). (11)

Thus, Egs. (10) and (11) entail that L,(z) NL,(s;-1) # @, that is, z and s;,_; share
at ins. Therefore, t(z)~t # int and z and s;_; share at ins, which entails that

T~y = cv 81 € Ry C TI(R).
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—If ins = putfield «.f: . We have L' = L, ' = 5\ {s;—2,8-1}, o' = p, and p' =
ul(ulo(sj—2)).9)k.f:1) = p(s;—1)]. By Definition 5.4,
Ry

M(R) ={a~be R|a,b¢{sj1,s 2}V
{a~bla,bé¢{sj_1,s5-2} Na~ws;_a€ RAs;_1~be R}.

Ry

Assume that z~~*"y. We distinguish two cases.
(1) If z~~“y, then z~~y € R, and since z, y ¢ {s;j_2, s;_1}, we have z~»y € R; C II(R).
(i) if z»®y, then (since z~~“'y), we show that the following relations hold: z~+“s; o
and s;_1~“y. Suppose that z+s;_o, then by Definition 4.3, p(s;_2) ¢ L.(z).
Recall that u and ' differ on location p(s;_9) only, and since p(s;_2) ¢ L,(z), we
have that for every ¢ € L, (z).u'(£) = u(£). Moreoyer, o'(z) = p(z), p'(y) = p(y), and
dom(u') = dom(u); hence, by Lemma 4.6, z~~“ y entails z~~“y, a contradiction.

Therefore, z~~“s;_5 and z~~s;_g € R. Since p’ = ul(u(p(s;—2)).0)c.f:1) > p(sj_1)],
we have, by Definition 4.2 and Lemma A.1,

Lo (2) = Lw(o'(2)) = L (p(x)) € Lu(p(2)) U Lu(p(sj-1)) = Lu(2) U Lu(sj-1).
It is worth noting that z~“y entails p(y) = p'(y) € Ly (z) € L,(z)U Lo(sj—1).
By hypothesis, p(y) ¢ L,(z) (since z+»“y), and therefore p(y) € L,(s;_1), that is,
sj-1~“y and s;_1~y € R. In conclusion, we have z~+s; 3 € R and s;_1~y € R,
and hence z~~y € Ry C TI(R).

—Ifins = arraynew «. We have ' =L and S’ = 5. Moreover, for every a edom(z’) \ {s;_1},
p'(a) = p(a), while p'(sj_1) =€ €L, where ¢ is a fresh location, hence only reachable
from itself, and u' = ul€ — a], where a is a new array of class « containing p(s;_1)
elements. By Definition 5.4, TI(R) = {a~b € R | a,b # sj_1} U {sj_1~s;_1}. We
distinguish the following cases.

(1) If z, y # sj_1, then, p'(z) = p(z), p'(y) = p(y) and for every £ € dom(u), u'(€) =
n(¢). Hence, by Lemma 4.6,

2y & $®y = z~sy € R C TI(R).
(i) If r = y = s;_1, then s~y = s;_1~s;_1 € II(R).
(iii) If z = s;_1 and y # s;_1, then since ¢ is fresh, p'(y) ¢ {¢} = L,/(z), hence z-~%"y.
(iv) If z # s;_1 and y = s;_1, then since ¢ is fresh, p'(y) = ¢ ¢ L,/ (), hence z:»%y.
—Ifins = arraylength «. We have ' = L and S’ = S. Moreover, for every a € dom(z’) \

{sj—1}, p'(a) = p(a), while p'(s;_1) = u(p(s;—1)).1ength € Z, u' = u. By Definition 5.4,
I(R) = {a~b € R | a, b # sj_1}. We distinguish the following cases:

(1) If z, y # sj_1, then, p'(z) = p(z), p'(y) = p(y) and for every £ € dom(u), u'(¢) =
u(¢). Hence, by Lemma 4.6,
2y & £y = z~>y € R C TI(R).
(i) If 2 = s;_1 or y = s;_1, then 2y, since at least one of z, and y is of type int,
and these variables do not reach anything and are not reachable from anything.

—If ins = arrayload t[ ]. Analogously to the case ins = geffield «.f:t, we have L' = L,
S = 8§~ {sj_1}, #' = u, and for every a € dom(z’) \ {s;_a}, p'(a) = p(a), while
p'(s-9) = (u(p(s;-2)).¢)(p(s;_1)). Moreover, for every a € dom(z’) \ {s;_a}, 7'(a) = (a),
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while 7/(sj_2) <t and t(s;_2)~>7'(s;_2). By Definition 5.4,

Rl RZ

MQR) = {awbe R | ab¢ (5152 Uls awbeR | terb)
{a~s;_a | T(a)~1+# int A [a and s;_o might share at ins]}.

R3

We distinguish the following cases.

(i) If 2, y # s;_9, then p'(z) = p(z) and p'(y) = p(y). Hence, by Lemma 4.6,
2y & 1Py = z~y € R,
and therefore z~~y € R; C TI(R).

(i) If 1 = s;_g and y # s;_g, if s;_2~“y then, by Lemma 4.10 and Definition 4.8, we
have t/(s;_2)~1'(y) = t(y) = t(y) € T(r'(sj_2)). On the other hand, t'(s;_2) <'t
and, by Lemma A.8, T(z'(s;_2)) C T(t), hence t(y) € T(z'(s;_2)) € T(t), that is,

tw(y). (12)
The locations reachable from an array element are included in those reachable
from the array itself. More precisely, since p'(s;—2) = (u(p(sj—2)).¢)(o(s;-1)) and
w =, we have L, (sj_2) € L,(s;_2), and therefore s;_o~~“ y entails
p(y) = p'(y) € Luy(sj_2) € L,(sj_2).
Therefore, s;,_o~+*y and

sj_o~y € R. (13)

From Egs. (12) and (13) we conclude that 2~y = s;_o~»y € Ry C ITI(R).

(iii) If y = sj_9, then if xw“"sj,g, by Definition 4.3, we have p'(sj_9) =
(1(p(sj-2)).6)(p(sj-1)) € L, which entails 7'(s;_2) # int. By type correctness,
7/(sji—2) < t, and hence t # int. By Lemma 4.10, z~~“s;_o implies that
7'(z)~1'(sj_2), and since 7'(s;_2) < t, Lemma A.6 entails t/(z)~t. If z = s;_5, then
by Definition 4.8, t(sj_2)~>1'(s;_2)~+t, hence 7(s;_2) # int, and it is obvious that
sj_o shares with itself at arrayload. Otherwise, if © # s;_g, then 7(z) = t/(2)~t.
In this case, 7~+“'s;_s and Lemma 4.6 entails:

p'(si-2) € Ly(2) = Ly(2). (14)
Moreover, Definition 4.1 and the fact that p'(s;_2) € L ensure that
p'(8i—2) = (u(p(sj_2)).9)(p(s;-1)) € mg(u(p(s;—2)).¢) NL < L,(sj_2). (15)

Thus, Egs. (14) and (15) entail that L, (z) NL,(s;—2) # @, that is, z and s;_5 share
at ins. Therefore, t(z)~t # int and = and s;_s share at ins, which entails that

T~y =z~ 859 € R3 € TI(R).
—If ins = arraystore t[ ]. Analogously to the case ins = putfield «.f:t, we have I = L,

S = S~ {s5-3,8-2,5-1}, 0 = p, and u’ = pl(u(p(s;-3)).¢)(p(s;_2)) = p(s;_1)]. By
Definition 5.4,

Ry

II(R) ={a~beR|a,b¢({sj_1, -2 8-3}}U
{a~bla,bé¢{sj_1,sj-2, 53} ANa~sj_3 € RAsj_1~be R}.

Ry
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Assume that z~~“'y. We distinguish two cases.
(1) If z~~*y, then z~~y € R, and since z, y ¢ {s;_3. S;—2. $;—1}, we have z~»y € Ry C
I(R).
(i) If z+~?y, then (since z~*y), we show that the following relations hold: z~+s;_3
and s;_1~>“y. Suppose that z+®s;_3, then by Definition 4.3, p(s;_3) ¢ L,(z). Re-

call that 1 and ' differ on location p(s;_3) only, and since p(s;j_3) ¢ L,(z), we
have that for every ¢ € L,(z).u/(£) = (). Moreovgr, o'(z) = p(x), p'(y) = py),
and dom(u') = dom(u), hence, by Lemma 4.6, z~+* y entails z~~“y, a contradic-

tion. Therefore, z~+“s;_s and z~s;_3 € R. Since u' = ul[(n(p(s;j_3)).¢0)(p(sj_2))
o(s;_1)], we have, by Definition 4.2 and Lemma A.1,

Lo (z) = Lu(p'(2)) = Lu(p(x)) S Lu(p(x)) UL, (p(si-1)) = Lo(2) UL,(sj-1).
It is worth noting that z~+“y entails p(y) = p'(y) € Ly(z) € L,(z)U Lo(s5-1).
By hypothesis, p(y) ¢ L,(z) (since z+y), and therefore p(y) € L,(s;_1), that is,
sj-1~“y and s;_1~y € R. In conclusion, we have z~+s;_3 € R, and s;_1~~y € R
and hence z~~y € Ry C II(R).

—ins = dupt. We have ' = L, §" = S U {s;}, #' = u, and for every a € dom(z’) \ {s;},
p'(a) = p(a), while p'(s;) = p'(s;—1). By Definition 5.4, TTI(R) = RU R[s;_1 — s;] U Ry,
where Ry = {sj_1~>s;, sj~$;j—1 | sj_1~sj_1 € R}. We distinguish the following cases.

(1) If z, y # 55, then p'(z) = p(z), p'(y) = p(y). Hence, by Lemma 4.6,
Ty & zCy = x>y € R C TI(R).
(i) If + = s; or y = s;, we consider 7'(s;): if 7'(s;) = t(s;_1) = int, we have z»®y.
Otherwise, we distinguish three cases.
(1) If z = s; and y # s;, then p'(z) = p'(s;) = p(s;_1) and p'(y) = p(y). Hence, by
Lemma 4.6,
8j~ Y & 8;_1~"y = sj_1~y € R.

This implies z~>y = s;~»y € Rls;_1/s;] U Ry C II(R).
(2) If z # s; and y = s;, then p/(z) = p(z) and p'(y) = p/(s;) = p(s;_1). Hence, by
Lemma 4.6,
.T“"')w,Sj & 181 = zvwsi_1 € R.

This implies z~>y = z~~s; € Rls;_1/s;1 U Ry C ITI(R).
(3) if z = y = s;, then p'(z) = p(s;_1) and p'(y) = p(s;_1). Hence, by Lemma 4.6,
xww/y & sj_1v?¥sj_1 = sj_1~sj-1 € R.
This implies 2~y = s;~s; € Rls;j_1/s;] € II(R).

—Ifins = ifnet (ifeqt). We have L' = L, S’ = S~ {s;_1}, ' = i, and for every a € dom(z’),
p'(a) = p(a). By Definition 5.4, TI(R) = {a~b € R | a, b € dom(z’)}. By Lemma 4.6,
2~y if and only if z~+®y, which entails z~~y € R, and therefore z~+y € II(R), since
x,y € dom(z’).

—Ifins € {add, sub, mul, div, rem}. We have ' = L, $" = S\ {s;_1}, ' = u, and for every
a € dom(z’)\ {s;j_1}, p’(a) = p(a), while p'(s;_1) = p(s;_2) ® p(s;_1) € Z, where @ is the
arithmetic operation corresponding to ins. Hence, for every variable a« € dom(z’), both
sj_1+“ a and a»®s;_1 hold. By Definition 5.4, [I(R) = {a~b € R | a, b € dom(z")}.
Suppose that z~+*'y, then z,y # s;_1. By Lemma 4.6, 2~y if and only if z~“y,
which entails z~~y € R, and therefore z~~y € I1(R), since z, y € dom(z’).
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—Ifins =inckz. Wehave ' = L, S’ = S, & = u, and for every a € dom(z’) \ {Ix},
p'(a) = p(a), while p'(ly) = p(ly) + z € Z. Hence, for every variable a € dom(z’),
both I~ a and a+* [, hold. By Definition 5.4, TI(R) = {a~b € R | a, b € dom(z")}.
Suppose that z~~“'y, then z, y # I;,. By Lemma 4.6, z~~“y if and only if z~+“y, which
entails z~+y € R, and therefore z~+y € I1(R), since z, y € dom(t’).

—ins € {catch, exception_is K}. We have L' = L, S’ = § = {so}, &' = u, and for every
a € dom(z’), p'(a) = p(a). By Definition 5.4, TI(R) = {a~b € R | a, b € dom(z’)}. By
Lemma 4.6, we have z~®'y if and only if 2~~“y, and since z, y € dom(t’), it entails
z~y € Rell(R). O

Moreover, we require that the propagation rules of the final arcs soundly approximate
the concrete behavior of a final bytecode instruction (returnt, return void, throw «) of
a method or a constructor belonging to the program under analysis. Similarly, the
propagation rules of the exceptional arcs simulating the exceptional executions of the
bytecode instructions which can throw an exception have to be sound. Lemmas 5.15
and 5.16 formalize these two facts, and we prove them in the following.

LeEmmA B.3 (LEmMMA 5.15). The propagation rules for the final arcs of Definition 5.4
are sound. That is, consider a final arc from ins and its propagation rule T1, assume that
ins has static type information t at its beginning and t’ immediately after its execution
(its nonexceptional execution if ins is a return, its exceptional execution if ins is a throw).
Then, for every R € A,, we have

ins(y.(R)) C y(T(R)).
(We recall that ins is the semantics of ins, see Figure 4.)

Proor. Let dom(t) = LU S contain i local variables L = {ly, ..., ;_1} and j operand
stack elements S = {sg, ..., s;-1}; let dom(z’) = L'US’, where L' and S’ are the local and
operand stack variables of dom(z’). Consider an arbitrary abstract element R € A; and a
state o’ = (o', u') € ins(y,(R))NE,. We prove that o’ € y.(TII(R)), that is, (Definition 5.2)

for every z, y € dom(z’), z~~“'y entails z~y € IT1(R).

The latter can be proved by showing that either z-»“y or z~+y € II(R). Note that by the

choice of ', there exists w = (p, u) € y.(R) such that o' = ins(w). Moreover, o € y,(R)
implies that for every z,y € dom(t), z~~“y entails z~~y € R. We analyze different

propagation rules corresponding to different types of final arcs.

—ins = return void. We have ' = L, S = ¢, W’ = u, and for every a € gom(r/),
o'(a) = p(a). By Definition 5.4, TI(R) = {a~b | a, b ¢ S}. By Lemma 4.6, z~~“ y if and
only if z~~“y, which entails z~~y € R, and then z~»y € I1(R) (since z and y are local
variables).

—ins = returnt. We have L' = L, S’ = {sp}, #' = u, and for every a € dom(z’) \ {sp},
p'(a) = p(a), while p’(sp) = p(sj_1). By Definition 5.4, II(R) = {(a~b)[s;j_1/s0] |
a~be RAa,bé¢{s,...,sj_2}}. We consider the following cases.

1) If z,y # so, then z and y are local variables, p'(z) = p(z) and p'(y) = p(y).
Hence, by Lemma 4.6,

Ty & Ty = sy € R,

Therefore, since z and y are local variables, we conclude z~y € T1(R).
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(ii) If  # sp and y = sp, then p'(z) = p(z) and p'(y) = p’(s) = p(s;_1). Hence, by
Lemma 4.6,

T 59 & T~?s;_1 = z~y € R.

Therefore, since z is a local variable and s;_; ¢ {s, ..., sj—2}, we conclude
Ty = 280 = (2~ 85-1)ls5-1/50] € TI(R).
(iii) If 2 = sp and y # so, then p'(z) = p'(s0) = p(s;_1) and p'(y) = p(y); hence, by
Lemma 4.6,
50~y & sj_1~%y = z~y € R.

Therefore, since s;_1 ¢ {so....,sj_2} and y is a local variable, we conclude
Ty = so~ry = (s—1vy)lsj—1/s0] € TI(R).
(iv) If z = y = so, then p'(z) = p'(y) = p'(s0) = p(s;—1). Hence, by Lemma 4.6,
S0~ s9 < 8j_1~“8;_1 = T~y € R.
Therefore, since s;_1 ¢ {so,...,sj—2}, we conclude z~y = s~s =
(sj—1~sj_1lsj—1/s0] € TI(R).

—ins = throw k. We have I' = L, S’ = {sy}, and for every a € L, p'(a) = p(a). By
Definition 5.4, TI(R) = {(a~b)[s;_1/5] | a~>b € R A a, b ¢ {so, ..., sj_2}} U {so~so}.
From Figure 4, we have two possibilities: either p'(sp) = p(s;—1) and p’ = W, in
which case, with the same proof as for return t, we conclude that if z~~® y, then
z~y € {(a~b)lsj—1/s0] | a~»b € RAa, b & {s0,...,s5-2}} S II(R). Or otherwise,
0'(s9) = £, where ¢ is fresh, and ' = u[¢ — npel, where npe is a new object of class
NullPointerException containing only fresh locations (L, (£)Ndom(u) = @). In this
latter case, we have the following cases.

(1) If z, y # so, then, p/(z) = p(z) and p/(y) = p(y); hence, by Lemma 4.6, z~~“y if
and only if z~~*y, which entails z~+y € R, and therefore z~~y € IT(R) (since z
and y are local variables).

(1) If z # sp and y = sp, then p'(z) = p(x) and p'(y) = p'(sp) = L. Since ¢ is fresh,
L,/ (p'(2)) € dom(n) and p'(y) ¢ dom(u), which entails z» y.

(i) Ifz = sp and y # so, then p'(y) = p(y) and p'(z) = p'(sp) = ¢; then p'(y) € dom(u)
and L, (p'(z)) Nndom(p) = . Then z»*y.

@iv) If z = y = s9, we have sy~ s9 € II(R). O

Lemma B.4 (LEmMMA 5.16). The propagation rules for the exceptional arcs of
Definition 5.4 not leaving a call are sound. That is, consider an exceptional arc from a
bytecode ins distinct from call and its propagation rule T1, assume that ins has static
type information t at its beginning and t’ after its exceptional execution. Then, for every
R € A, we have

ins(y.(R)N 2, C y(II(R)).

(We recall that ins is the semantics of ins, see Figure 4.)

Proor. Let dom(t) = L U S contain i local variables L = {ly, ..., [;_1} and j operand
stack elements S = {so, ..., s;—1}; let dom(z") = L’ U §’, where L’ and S’ = {s} are the
local and operand stack variables of dom(z’). Consider an arbitrary abstract element

R € A, and a state o’ = {0/, ' € ins(y,(R)) N E,.. We prove that ' € y.(IT(R)), that is,
(Definition 5.2)

for every z, y € dom(z’), z~~“y entails z~y € T1(R).
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The latter can be proved by showing that either z-~“y or z~~y € II(R). Note that by the
choice of o', there exists w = (p, u € y:(R) such that o' = ins(w). Moreover, w € y,(R)
implies that for every z,y € dom(r), z~~“y entails z~~y € R. We analyze different
propagation rules corresponding to different types of exceptional arcs.

—Ifins € {div, rem, new, geftfield, putfield, arraynew, arraylength, arrayload, arraystore}. In
this case, we have L' = L and S’ = {sp}. Moreover, for every a € L', p'(a) = p(a),
while p'(sg) = £ € L, where £ is a fresh location, and y' = u[f — o], where o is
a new instance of the subclass of Throwable thrown by ins containing only fresh
locations (L,/(¢) N dom(u) = @). By Definition 5.4, I[I(R) = {a~b | a~>b € RAa,b ¢
{s0,...,8j-1}} U{so~ so}. We distinguish the following cases.

@) Ifx y # 8o, then, p'(z) = p(m) 0'(y) = p(y), and for every £ € dom(u), u'(£) = u(e);
hence, by Lemma 4.6, z~~“ y if and only if z~~“y, which entails z~~y € R, and

therefore z~~y € TI(R) (since z, y € L').

(i) If z = y = s, we have sy~ sy € TI(R).

({ii) If z = %0 and y # s, then p'(y) € dom(n) and L, (p'(z)) N dom(n) = @. Hence
TP Y.

(iv) If z # sp and y = 9, then p'(y) = £ ¢ dom(u) and L, (p'(z)) € dom(u) (since ¢ is
fresh). Then z+¢ Y.

—ins = throw k. Analogously to the proof of Lemma 5.15 for throw «, when p'(sp) = ¢,
where ¢ is a fresh location. O

Similarly, Lemma 5.17 shows that the propagation rules of the parameter passing
arcs are sound. Namely, they soundly approximate the behavior of the makescope
function.

Lemma B.5 (LEmMMmA 5.17). The propagation rules for the parameter passing arcs of
Definition 5.4 are sound. That is, consider a parameter passing arc from a call my ... m,
to the first bytecode of m,, for some w € [1..k], and its propagation rule T1. Assume that
call my ... m, has static type information t at its beginning and that 1’ is the static type
information at the beginning of m,,. Then, for every R € A, we have

(makescope my, )y (R)) C y(TI(R)).

Proor. Let dom(t) = LU S contain local variables L and j > = operand stack ele-
ments S = {so,..., Sj—x, ..., $;-1}, where 7 is the number of parameters of method m,,
(including this). Then, dom(z’) = {ly, ..., l,_1}. Consider an arbitrary abstract element
R € A; and a state o’ = (o', 1’ € ins(y,(R)) N E,.. We prove that o’ € v, (TI1(R)), that is,
(Definition 5.2)

for every z, y € dom(t’), z~“y entails z~y € I1(R).

By the choice of «/, there exists w = (p, u € y;(R) such that o' = (makescope m,,)(w).
Moreover, w € y.(R) implies that for every z, y € dom(z), z~~“y entails z~~y € R. By

Definition 5.4,
M(R) = {(awb)[ sj=/lo ]

5]—1/l7r—1

abe Rand a,b € (5r. ... 55-1)]

By Definition 3.16, for every p € [0, 7), p'(},) = p(sj_r4,) and u' = p. Consider z, y €
dom(z’) = L. There exist p, ¢ € [0..7) such that z = [, and y = [;, and therefore
o'(x) = p'(l,) = p(sj_z4p) and p'(y) = p(ly) = p(sj_r+q). Hence, by Lemma 4.6,

o ®
T~y =4 5j77-[+p""‘> 5]‘*7‘[4’(1 = Sj7n+p"’">5j7n+q € R.

Therefore, x>y = [~y = (Sj_gip~ Sj—nt ) Sj—nip/lp. Sj—ntq/lg] € TI(R). O
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The following lemmas deal with the return from a method call. Namely, in the case
of a non-void method, the propagation rule of the return value arc expands the reach-
ability approximation immediately after a call to that method with those reachability
pairs related to the returned value. A method execution might also have side-effects
on the memory, and this is captured by the propagation rule of the side-effects arcs.
The reachability approximation after the call to the method is, therefore, determined
as the union of the propagations of a return value arc (for non-void methods) and a
side-effects arc, which is proved sound (Lemma 5.18 and Lemma 5.19).

Lemma B.6 (LEmMMA 5.18). The propagation rules for the return value arcs and side-
effects arcs are sound at a non-void method return. Namely, let w € [1..n] and consider

a return value and a side-effect arc from nodes C = and E = toa

node Q = and their propagation rules T1*® and 11*?°, respectively. Let t., t,, and

7. be the static type information at C, Q, and E, respectively, and let d be the denotation
of my, that is, a partial function from a state at its beginning to the corresponding state
at its end. Then, for every R, € A;, and R, € A,,, we have

d((makescope m,)y: (Ro) N B, C v, (MTMP(R,, Ro) UTT*(R,, R)).

Proor. Consider states o. € y;,(R,), o¢ € yr,(R.), and o, = d((makescope m,,)(0.)) €
E.,, and let us show that o, € y;,(R,), where R, = T*¥(R,, R,) U T*(R,, R.). By
Definition 5.2,

o4 € vr,(Ry) & Ya,bedom(zy).a~b= a~wbe R,
& Va, b e dom(ty).a~b ¢ Ry = a»b.

In the following, we assume that dom(z,) = L, U S,, where a can be ¢, e, or ¢, S. =
{s0,..., 8}, Se = {s0}, Sg = {%0, ..., Sj—x—1, Sj—n}, Lg = L¢, and {ly, ..., l_1} C L., where
j and 7 are the number of operand stack elements in dom(z.) and the number of
the parameters of method m, respectively By Deﬁnition 3.18, o., 0., and o, satisfy
the following conditions: o, = (. || v;_1: SVjg . ), fe)s Oe = (e |l top), te), and
g = {(lc |l top it vj_ze1 ...t wp), ie). Let a and b be two arbltrary variables from dom(z,)
and suppose that a~~b ¢ R,. We show that in that case a»%b. We distinguish the

following cases.

Case A. If a = b = s;_,. Rule I1*1% adds the pair s;_,~s;_, only if so~ s € R.. Thus,
Sj—x~Sj—x & R, implies sp~>sy) ¢ R., which entails so»sp (0. € y;,(R.)) and is only
possible when 7.(sp) = int. Since 74(s;_) = t.(sp) = int, we conclude s;_;»7s;_.

Case B. If a € dom(t,) \ {s;_r} and b = s;_,. If a~s;_, ¢ R, then, by rule IT*1%, one
of the following hold.

(D t(a)»t.
(2) Thereisno j — 7 < p < j such that ¢ might share with s, at C.
(3) There exists a j — 7 < p < j such that a is definitely aliased to s, at C and
no store [,_;;, occurs in m,, and l,_;j;,~>s ¢ Re.
We analyze these three cases.

(1) If 7,(a)»t, then since 7,(s;_,) < t (s;_, contains the value returned by method
m, whose type is t), by Lemma A.6, t,(a)¥ 74(sj_) holds which, by Lemma 4.10,
implies a+775;_5.
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(2) If there is no j — 7 < p < j such that a might share with s, at C, that is, if at
call-time o cannot share with the parameters of method m then, by Proposition 4.7,
Lo.(a) € Lo, and p,(sj_;) ¢ L,,, which entails p,(s;_;) ¢ L, (a). Since p.(a) = py(a) €
L., by Lemma A.4, we have L, (a) = L, (a). Hence, py(s; ) ¢ L, (a) = L, (a), that
18, 4718 .

(3) If there exists a j — 7 < p < j such that a is definitely aliased to s, at C, if no
store l,_;+, occurs in m,, and l,_;1,~> s ¢ R., then we have the following.

pcla) = po(sp), [a is definitely aliased to s, at C],

pc(sp) = pelly—jix), I[s, at C corresponds to l,_;,, at E and there is no store I,_;.,
in my],

pcla) = pgla), [a € dom(z,) \ {s;_} and Definition 3.18],

lp—jyn~50 ¢ Re = l,_j 1750, [By Definition 5.2].

Since pqy(a) = pellp—jix), pe(sj—x) = pelso), and pu, = p. (hypotheses about o, and
o), by Lemma 4.6, a~%1s;_; < l,_j 17~ sp. Since l,_; ¥ s, we conclude that
av%18;_5.

Thus, we proved that avs;_, ¢ R, entails a»%s;_5.
Case C. If a = sj_, and b € dom(z,) \ {sj_r}. If s;_z~~b ¢ R, then, by rule IT"1°, one
of the following hold.

(1) trory(b).

(2) Thereisno j — 7 < p < j such that s,~b € R,.

(3) There exists a j — 7 < p < j such that b is definitely aliased to s, at C and
no store [,_;,, occurs in m,, and sp~lp_j1r ¢ Re.

We analyze these three cases.

(1) If t~1,(b), then 7,(b) ¢ T(t). Since s;_, contains the value returned by method m
whose typeist, we have t,(s;_,) < t. By Lemma A.8, T(z,(s;_,)) € T(t), which entails
74(b) ¢ T(t4(sj—x)), that is, 7,(s;_)»14(b), and by Lemma 4.10, s;_,»b.

(2) If there is no j —w < p < j such that s,~b € R., then by Definition 5.2, for each
j=m < p <j,sp»7b, thatis, pc(b) ¢ U, c(;_r.j) Lo.(8p). By Proposition 4.7, p.(b) € L,,
and p,(s; ) ¢ L,,. By Lemma A.3, L, (s;_») N L, = I, hence p.(b) ¢ L, (s;_-) and,
since p.(b) = p4(b), we conclude that p,(b) ¢ L, (s;_»), that is, s; _;»b.

(3) If there exists a j — 7 < p < j such that b is definitely aliased to s, at C, if no
store l,_; - occurs in m,, and so~l,—j1r ¢ R., we have as follows.

pc(b) = pcsp), [b is definitely aliased to s, at Cl,

pc(sp) = pelly—jix),  [s, at C corresponds to l,_;., at E and there is no store I,_;.,
in myl,

pc(b) = pg(b), [b € dom(z,) \ {s;_.} and Definition 3.18],

S0~ lp—j4x & Re = S0%¢lp—j1n, [By Definition 5.2].

Since p4(sj—z) = pe(so), pg(b) = pellp—j+=), and uqy = p. (hypotheses about o, and
o.), by Lemma 4.6, s;_;~%b & sp~%1,_; ;. Since sop»7¢l,_;1,, we conclude that

Sj_n%éaqb.

Thus, we proved that s;_,~+b ¢ R, implies that s;_, .
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Case D. If a,b € dom(zy) \ {s;_}. In this case, p.(a) = py(a) and p.(b) = p,(b)
(Definition 3.18). If a~b ¢ R, then, by rule I1*?°, one of the following hold.

(1) [a~b ¢ R. and t,(a)» 14(b)].
(2) [a~b ¢ R, and Vj — < p, < j, a does not share with s,, at C].
(3) la~b¢ RcandVj — 7 < py <, sp,~b & R.].

[

(4) [a~b ¢ R, and Vj — 1 < q,., ¢» < j, a is definitely aliased to s,, at C, and

b is definitely aliased to s,, at C, and no store [,,_; ., nor store Iy, ;1
occurs in my, and ly, _jiz~lg,—jin ¢ Rel.

We analyze these four cases.

(1) If r (@) 14(D), then by Lemma 4.10, a»b.

(2) If a~~b ¢ R., and for each j — 7 < p, < j, a does not share with s, , then from the
last condition, we conclude that a does not share with any actual parameter of m at
call time, and by Proposition 4.7, L, (a) € £,.. By Lemma A.4, p.(a) = p,(a) entails
Ly.(a) = L, (a). Since a~b ¢ R., by Definition 5.2 a»°b, that is, p.(b) ¢ L, (a) =
L,,(a). Moreover, p,(b) = p.(b), hence p,(b) ¢ L, (a) = L, (a), and therefore a»~:b.

(3) If a~~b ¢ R, and for each j — 7w < py < j, sp,~b ¢ R, then from the last condition,

we conclude that p.(b) is not a location reachable from the actual parameters of
m at call time, and therefore, by Proposition 4.7, p.(b) € L,,. Since a~b ¢ R., by

Definition 5.2 av°¢b, that is, p.(b) ¢ L, (a), and therefore p.(b) ¢ L, (a) N L,,. By
Lemma A.5, p.(a) = p,(a) entails L, (a)N L, =L, (a)NL,, and, since p.(b) = p,(b),
we have p,(b) ¢ L, (a), that is, b~ a.

(4) In this case, for every j — 7 < qq, q» < j, we have as follows.

pcla) = pclsq,), [a is definitely aliased to s;_,.,, at Cl,

pc(8q,) = pellg,—j4x),  [sq, at C corresponds to l,, ;.- at E and no store [, _;,, occurs
in m,],

pcla) = pgla), [a € dom(z,) \ {s;_-} and Definition 3.18],

pc(b) = pclsy,), [b is definitely aliased to s,, at Cl,

Pc(sq,) = pellg—jtn),  [sq, at C corresponds to ;.. at E and no store [,,_;., occurs
in m,],

pc(b) = pg(b), [b € dom(z,) \ {s;_-} and Definition 3.18],

lgy—jtn~lgy—jtn & Re = lg,—j+x%lgy—j4x, [By Definition 5.2].
Since pg(a) = pellg,—j1x), Pg(0) = pelly,—j+x), and g = e, by Lemma 4.6, a~~b
& lgo—jrn~=7lg—j4x. Since lg, i %l _j1n, we conclude that a»%b. O

Lemma B.7 (LEMMA 5.19). The propagation rule for the side-effects arcs is sound
for void methods. Namely, let w € [1..n] and consider a side-effect arc from nodes

C= and E = to a node Q = and its propagation rule T1#2°,

Let <., 74, and 1. be the static type information at C, Q, and E, respectively, and let d
be the denotation of m,, that is, a partial function from a state at its beginning to the
corresponding state at its end. Then, for every R, € A;, and R, € A;,, we have

d((makescope my)(y:,(R:.)) N B, C qu(H#ZO(Rc, Re)).
Proor. The proof is analogous to that of Case D of Lemma B.6. O

The following lemma deals with the the executions of a method that end up in an
exception being thrown. Namely, the approximation of the reachability information at
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the catch that runs from the exceptional states must consider the possible side-effects
on the initial memory due to the execution of the method. This is the task of the
propagation rules of the side-effects arcs. On the other hand, that approximation must
also consider the case when the method is invoked on null. As in the previous case,
the approximated reachability information must hence be consistent with both these
situations and Lemma 5.20 shows it correct.

Lemma B.8 (LEmMMA 5.20). The propagation rules for the exceptional arcs of the call
and side-effects arcs are sound when a method call throws an exception. Namely, given

nodes Q = C = and E = for a suitable w € [1..n],

consider an exceptional arc from C to Q and a side-effect arc from C and E to Q, with
their propagation rules TT*1® and T1*?9, respectively. Let t., t,, and t. be the static type
information at C, Q, and E, respectively, and let d be the denotation of m.,, that is, a
partial function from a state at its beginning to the corresponding state at its end. Then,
for every R, € A, and R, € A.,, we have

d((makescope m,)(y:,(R)NE, C y,, (TSR, U T (R, R.)).

Proor. Consider states o. € y; (R.), 0¢ € v, (R.), and o, = d((makescope m,,)(c)) €
E,, and let us show that o, € y,(R,), where R, = M*"'"(R.) U M*(R,, R.). By

Definition 5.2,

04 € vr,(Ry) & Va,bedom(ry).a~"1b = a~be R,
& Va, b e dom(zy).a~b ¢ Ry = av>1D.

In the following, we assume that dom(t,) = L, U S,, where a can be ¢, e or g,
Se = {s0,..., 8}, Se = {s0}, g = {so}, Ly = L. and {l, ..., ;_1} S L., where j and
7 are the number of the operand stack elements in dom(z.) and the number of the
parameters of method m, respectively. By Definition 3.18, o., 0., and o, have to satisfy
the following conditions: o, = (l. | w1 ... 5 Vg 2 .nn i 0)s fe)y O = (le | €), ), and
0q = (I Il £, ite), where £ represents the location holding the exception thrown by m,,.

Hence, t.(sp) < Throwable and 7,(sp) < Throwable. Let a and b be two arbitrary vari-
ables from dom(z,) and suppose that a~~%b. We show that in this case, a~~b € R,. We

distinguish the following cases.

—a = sp and b # sp. Since sp~’¢z then, by Lemma 4.6 and Definition 4.8, 7,(so)~>14(b),
that is, 7,(b) € T(r4(sp)). Since 7,(sp) < Throwable we have, by Lemma A.8, T(z,(s9)) C
T(Throwable), and therefore t,(b) € T(Throwable), thatis, Throwable~-1,(b). Moreover
z ¢ S, and hence a~b = so~b € TM8(R,) C R,.

—a # sp and b = sp. Since a~~% sy, then by Lemma 4.6, 7,(a)~14(s0). Moreover, t,(sp) <
Throwable, and by Lemma A.6, 7,(a)~>Throwable. Since ¢ ¢ S,, we have a~b =
a~sg € MM8(R,) C R,.

—a = b = 5. In this case, a~b = so~ s trivially belongs to I1¥16 C R,.

—a, b € dom(z,) \ {so}. In this case, we suppose that a~~b ¢ R, and show that a°b.
The proof is analogous to that of Case D of Lemma B.6. O

Finally, Theorem 5.21 shows that our reachability analysis is sound, that is, at each

program point, the set of reachability pairs obtained by our analysis represents an
over-approximation of the actual reachability information available at that point.
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ins —>b1

| o) :: a be the ex-
rest —yp

TueoreM B.9 (THeOREM 5.21). Let (bssymain | §) =7 (

'm

ecution of our operational semantics, from the block bg,cymain) Starting with the first
bytecode instruction of method main, inSy, and an initial state § € ¥, (containing no
reachability except this that reaches itself and the args parameter that reaches itself),
to a bytecode instruction ins and assume that this execution leads to a state o € X,
where 1y and t are the static type information at insy and ins, respectively. Moreover,
let A € A, be the reachability approximation at ins, as computed by our reachability
analysis. Then, o € y.(A) holds.

Proor. The blocks in the configurations of an activation stack, except the topmost,
cannot be empty and with no successor. This is because the configurations are only
stacked by Rule (2) of Figure 5, and if rest is empty there, then m > 1 or otherwise, the
code ends with a call bytecode with no return, which is illegal in Java bytecode [Lindholm
and Yellin 1999].

We proceed by induction on the length n of the execution (b main) | §) =~
( ins >0
rest —>p

| o) :: a.

'm

Base Case. If n = 0 the execution is just (bgrsimain) Il §. In this case, 7o = 7 and
Ao = A = Shrstmain)- Since & contains no reachability, except for this and args held
in lp and /; that reach themselves, that is, ly~+%ly, 1~1;, and since our reachability

analysis is a solution where Sg stmain) = {lo~l, i~ 11} (Definition 5.12), we have o =
IS Vro({lﬂ“"')l(), llwll}) - Vr(Sﬁrst(main)) = VT(AO) = VI(A)-

Inductive Step. Assume now that the thesis holds for any such execution of length

k < n. Consider an execution (bg,main) || §) =" ( r'::;q :Zl | og) i ag, with ins,(o,)
defined. This execution must have the form _
b, bq
——
n ins =01 n+1l-n,
<bﬁrst(main) &) =" { restpp v I 0p> Lap = r <bq Il Uq) L ag, (16)

with 0 < n, < n, that is, it must have a strict prefix of length n, whose final activation
stack has the topmost configuration with a nonempty block b,. Let such n, be maximal.
Given a bytecode ins,, let 7, and R, be the static type information and the approxima-
tion of the reachability information at the ACG node [ins. |, respectively. By inductive

hypothesis, we know that o, € y, (R,), and we show that also o, € y; (R,) holds. We
distinguish on the basis of the rule of the operational semantics that is applied at the
beginning of the derivation ="*1~" in Equation (16).

Rule (1). If this rule is applied, then ins,(0,) is defined, and ins, is not a call. We
distinguish the following cases.

case a: ins,, is not a return nor a throw.

If rest, is nonempty, then by the maximality of n,, Eq. (16) must be

ins, L sby ; b1 .
(b m 1E)=™ ( ins, | = Nlop)a, L M [ | ins,(0,)) = a, .
first(malin) restqq >p, P p:; resty —>p,. p\¥p D
[—— — Oq Qq
b, ba
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Otherwise, m’ > 1 (legal Java bytecode can only end with a return or a throw «), and by
the maximality of n,, it must be b, = b, for a suitable 1 < h < m’ so that Eq. (16) must
have the form

y
Bprsemainy I1§) =™ (ins, [ N0y i2a
,

bp

o
q
Aq

’ ,—)‘
q (D:::,-l | insp(op)) ’E;@(bq I og) i aq.

’VVL/

In both cases, the ACG contains a sequential arc from to [ins, | and R, = II(R,),
where IT is the propagation rule of that arc (Definition 5.4). We have

o, = insy(op)

insy(o,) N &y, log € E,]

ins,(y.,(Ry)) N &y, [By hypothesis and by monotonicity of ins,]
¥e, (II(R,)) = y;,(Ry)  [By Lemmas 5.14 and 5.16].

nin

case b: ins, is a return .

We show the case when t # void, since the other case is simpler (there is no return
value to consider). Then rest, is empty and m’ = 0 (no code is executed after a return in
legal Java bytecode, but the method terminates), and since ins,(0,) € E (definition of
returnt), Eq. (16) must have one of the following two forms, depending on the emptiness
of block b in Rule (4):

call-time
—
(Brsimain | €) =™ (retont Il (Il top ::8,), sph zt by Il (e I Se), e :: ag
b, %p ap a7

Q] 1 top), ) = ap B (by 1| (e | top) 2 50), ) 3 ag,
or

call-time

’

bl
(Bprsemainy 1 §) =™ (rowmt [ @ 1 top 8,0, mph 32 (00 Qe 80, o) == ay
N —— ’

m

o,
b P
P a,

b
Q]I 0 top), i) %QD:};;, I (e Il top =2 80), mp) 32 ag
@ (bq I {lc Il top ::se), mph it aq
where, in the latter case, by maximality of n,,, we have b, = b, for a suitable1 < h < m/.
We only prove the case for Eq. (17), the other being similar. Consider the configuration

at call-time. Since only Rule (2) can stack configurations, call-time was the topmost
one when the call was executed and, for a suitable 1 < w < n, Eq. (17) must have the
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following form

call k.my ...k.my |5 b]

(birsemainy | §) =" ( instq Ly Il oo i), fhe)) 2 ag
@ (firstlc.mu) || (To;n)) 552 o0 [ €)y e o ap
== (b, | op) it a, W (D Il {1y 1l top), pp)) =2 ap
@ (bg Il oq) it aqg,

where j is the number of operand stack elements before insg = call k.m;y ...x.m, is
executed, 7 is the number of parameters of method m, and the rules in the portion
=™ ~"~1 npever make the operand stack lower than at the beginning of that portion.

We consider o, = (.| vj_1 ... vz ... ), he) @nd o = (I, || top i'S,), wp). By
inductive hypothesis for n. and n,, we know that o. € y; (R.) and o}, € y, (R)). It is
worth noting that in this case, 0, = d((makescope m,)(o.)), and since o, € &;, and
o. € ., (R.), we have

o, C d((makescope m., )y: (R.)) N E,. (18)
Let 0. = return t(o},) = (I, || top), j1,,). Then, the ACG contains a final arc from

to for a suitable 1 < w < n, and R, = I1(R,), where II is the propagation rule
#13 (Definition 5.4). The following relations hold.

o. = return t(o,)
C return t(y,,(R})) [by hypothesis and monotonicity of return],
C y. (II(Ry)) = yr,(R.)  [by Lemma 5.15].

In this case, there are two multi-arcs (a return value and a side-effect arc) going into
(see Figure 12), and R. and R, represent the correct approximations of the reach-

ability information at the sources of these arcs. Let R, = T*1%(R,, R,) U T*?(R,, R.),

where 119 and I1*2° are the propagation rules #19 and #20 introduced in Definition 5.4.
By Eq. (18) and by Lemma 5.18, we have o, € v, (R,).

case c: ins, is a throw.

If rest, is empty and m’ > 0, the execution of Eq. (16) must have the form

— b
(Opirstmain | §) =" (_)'b‘,‘1 I Gl Il esp), pph) i ap
[—— m —_—

Y
a.
P
bP

g,
q Qq

by ——
SR N ST EACRUY EA R

where, by maximality of n,, we have b, = b; for a suitable 1 < h < m/. If rest, is
nonempty, the Execution of Eq. (16) must have the form

throwx |_5b;

(birsemain) | §) =™ ( catch = Iy 1l esp), pph) it ap
restq m N—— —’

|—— Op

— O'q (lq
catch |=0 ,—" T\ ..
W (S |y e ) e

m' /

ACM Transactions on Programming Languages and Systems, Vol. 35, No. 4, Article 14, Publication date: December 2013.



14:64 D. Nikoli¢ and F. Spoto

since catch is the only bytecode whose semantics can be defined on the exceptional state
o,. In both these cases, by inductive hypothesis, we have o, € y,,(R,), the ACG contains

an exceptional arc from to [cacn |, and R, = TI(R,), where IT is the propagation
rule #15 (Definition 5.4). In this case, o, € &, and we have

0, = throw k(op),
= throw «k(o,) N E, lo, € E, 1,
throw «(y., (R, )) nez E, [by hypothesis and monotonicity of throw],

c
C vy, (II(Ry)) =y, (R, ) [by Lemma 5.16].

If rest, is empty and m' = 0, the execution of Eq. (16) must have one of these two
forms, depending on the emptiness of block b in Rule (5):

call-time
(birstmain) I §) =" (| throwx || (Il e: tp) i {bg I (e Il Se)s pe)) it ag
oy ap (19)

Q <D|| (o 1l ) i) 12 ap B (b I (e Il e, ) 2 @
or

call-time

’

b
(bprsmain) [ §) =™ (| throws tvowe JI o I e 80) ) (T s, med = ag
—,—/ ’

m

ap
04

b’ ———
Wy 1 ed, ) apgumjlj/ I QT e i) = a8y | o) == g,

where, by maximality of n,, we have b, = b, for a suitable 1 < A < m’. We only prove
Eq. (19), the other being similar. Consider the configuration at call-time. Since only
Rule (2) can stack configurations, call-time was the topmost one when the call was
executed and Eq. (19) must have the following form

<bﬁrst(main) I &)

Oc

callk.my...k.my, |5 by

=" | instq Ly | @l llvj—r ooy i), (e )) 5 ag
%(ﬁrSt(K~mw) Il «['Uj—n> Tl Uj—l] | €), Mq» - (bq I «Iq Il Sq)v Mq» g

= (b, [ op) s ap B (I Wy 1 e, 1) = a8 (by o) 52 ag

where j is the number of operand stack elements before insc = call x.m;...x.m, is
executed, 7 is the number of parameters of method m, and the rules in the portion
=™~"~1 never make the operand stack lower than at the beginning of that portion.
Since o, € E, the only possibility for ins, is to be a catch.

We consider o, = (I || vj_1 ... = vj_p ... w), te) and o, = (I, | e::8p), wp). By in-
ductive hypothesis for n. and n,, we know that o. € y; (R.) and 0}, € y,, (R)). It is
worth noting that, in this case, 0, = d((makescope m,)(c.)), and since o, € g, and

o. € y.,(R.), we have

o4 S d((makescope m,)(y: (R)))NE, . (20)
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Let 0. = throw k(o},) = (I, || €), itp). Then, the ACG contains a final arc from to
[exit@m,:t], for a suitable 1 < w < n, R, = I1(R,), where II is the propagation rule #14
(Definition 5.4), and the following relations hold

o. = throw (o),
= throw t(o,) N E o, € E,,],
C throw W(y,,(R,))NE,,  [by hypothesis and monotonicity of throw],
C y.,(II(Rp)) = yr,(Re) [by Lemma 5.15].

In this case, there are two arcs (a side-effect and an exceptional arc) going into

(see Figure 13), and R, and R, represent the correct approximations of the reachability
information at the sources of these arcs. Let R, = TT*1%(R.) U T***(R,, R.), where IT#1¢

and %20 are the propagation rules #16 and #20 introduced in Definition 5.4. By Eq. (20)
and by Lemma 5.20, we have o, € y, (R,).

Rule (2). By definition of makescope, Eq. (16) must have the form

by

Bprsrmain |1 §) =" ( calwmscomma [0y o2 it w305 0), Hp i
»
by Ip
b, o
@ (first(c.my) || ([vj—r 2. .. v] | €), fp)) i ag,

where j is the number of operand stack elements before call «.m; ...x.m,, is executed,
and 7 is the number of parameters of method m. In this case, the ACG contains a
parameter passing arc from ]cau cmy ..y, \ to ] ﬁrst(l(.mu,)‘ for a suitable w € [1..n] and

R,=TI(R,), where IT is the propagation rule #18 (Definition 5.4). We have

04, = makescope(oy),
C makescope(y.,(R,)) [by hypothesis and monotonicity of makescopel,
C

Ve, (II(Rp)) = yr,(Ry)  [by Lemma 5.17].

q

Rule (3). Let 7 and j be the number of local variables and operand stack elements before
call k.mj ...x.m, is executed, and 7 be the number of parameters of method m. In this
case, Eq. (16) must have the form

(bﬁrst(main) I &)

,
call k.my ...k b1 ..
=" e L Iy Il ez gy imudd i ), Uy ) 55 Gy
p bm,
—/—/ O—p
bp
bq Uq

— ,
—b
B (resty [0 1 10 iy L€ > mpel) = ag,

when rest, is nonempty, while otherwise it has the form

<bﬁrst(main) &)
b
-b-/‘l | @l Il vj—1 2ot Vg imudl i), p)) Gy

m'

=" < callk.mi...x.m,

1%
P
by
94
!

bl
G (T 100, mlee mpe) = G (by 1l g) 5 a
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where, by maximality of n,, we have b, = b} for a suitable 1 < / < m/. In both cases,
the ACG contains an exceptional arc from to [ins, ], and R, = IM*'%(R,), where [1%1¢
is the propagation rule #16 introduced in Definition 5.4.

Suppose that o), = (pp, up € B, and oy = (pg, uq € E, , where 7, and 7, are such
that dom(z,) = {b, ..., li—1, %0, - .., 8,1}, while dom(z,) = {l, ..., li_1, so}. We have that
for each r € [0, 7), p4(l;) = pp(l), while p,(sp) = € € L, where £ is a fresh location and
e = upll — o], where o is a new instance of Throwable. Moreover, by Definition 5.4,

M*M8(R,)={a~be R, | a, b€ {l,...,li—1} U{so~ s}
Ufa~ sy | a € L A 1(a)~Throwable} U {sy~>a | a € L A Throwable~1(a)}.

Rl RZ
We must prove that o, € y; (IT*(R,)), that is, (Definition 5.2) that is,
for every z, y € dom(z,), 2~y = z~~y € H#IG(RP).

The latter can be proved by showing that either z+%y or 2~y € T*16(R,). Note that
by hypothesis, o, € y;,(R,), that is, for every z, y edom(z,), 2~y = z~~y € R,. Let x
and y be arbitrary variables from dom(z,). We distinguish the following cases.

—Ifz,y € {b, ..., Li—1}, then p,(z) = p,(z) and p,(y) = p,(y); hence, by Lemma 4.6,
2~y if and only if z~~°»y, which entails 2~y € R,, and therefore z~~y € IT¥16(R,)).

—If x = 59 and y # s, then if there exists a variable z € {ly, ..., [;_1} such that
s0~1z, then by Lemma 4.10, 7,(sp)~>7,(2) = 7,(2), that is, 7,(2) € T(z,(sp)). Moreover,
74(s9) < Throwable, hence by Lemma A.8, T(r(sp)) S T(Throwable), which entails
7(2) € T(Throwable), that is, Throwable~1,(2). Hence, sp~>z € Rs.

—If z # sy and y = sy, then if there exists a variable z € {ly, ..., ;_1} such that
z~% 59, then by Lemma 4.10, 7,(2) = 7,(2)~>1,(s0), that is, 7,(so) € T(z,(2)). Moreover,
74(s0) < Throwable, that is, Throwable € compatible(z,(sp)), hence by Lemma A.6,
7p(2)~ Throwable. Hence, z~~ sy € R;.

—If 2 = y = s, then since 7,(sp) € K, 2~~%y. Moreover, so~ sy € IT*16(R,).
Therefore, o, € y, (IT"18(R,)). O
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